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First in situ evidence of wakes in the 
far field behind offshore wind farms
Andreas Platis1, Simon K. Siedersleben2, Jens Bange1, Astrid Lampert3, Konrad Bärfuss3, 
Rudolf Hankers3, Beatriz Cañadillas4, Richard Foreman4, Johannes Schulz-Stellenfleth5, 
Bughsin Djath5, Thomas Neumann4 & Stefan Emeis  2

More than 12 GW of offshore wind turbines are currently in operation in European waters. To optimise 
the use of the marine areas, wind farms are typically clustered in units of several hundred turbines. 
Understanding wakes of wind farms, which is the region of momentum and energy deficit downwind, 
is important for optimising the wind farm layouts and operation to minimize costs. While in most 
weather situations (unstable atmospheric stratification), the wakes of wind turbines are only a local 
effect within the wind farm, satellite imagery reveals wind-farm wakes to be several tens of kilometres 
in length under certain conditions (stable atmospheric stratification), which is also predicted by 
numerical models. The first direct in situ measurements of the existence and shape of large wind farm 
wakes by a specially equipped research aircraft in 2016 and 2017 confirm wake lengths of more than 
tens of kilometres under stable atmospheric conditions, with maximum wind speed deficits of 40%, and 
enhanced turbulence. These measurements were the first step in a large research project to describe 
and understand the physics of large offshore wakes using direct measurements, together with the 
assessment of satellite imagery and models.

Offshore wind farms contribute a considerable fraction to the production of renewable electrical energy. In 2015, 
12 GW of offshore wind-energy capacity was successfully installed in Europe1. In Germany offshore capacity is 
expected to reach 7.8 GW by 20202. In Europe, it is expected to reach 73 GW by 20303. A significant number of 
these new installations will be in the North and Baltic Seas4,5.

For an optimal use of the marine areas6, wind farms are constructed at favourable locations and in clusters 
(see Fig. 1). As wind farms are built to extract considerable kinetic energy from the atmosphere, a downwind 
wake region is formed, characterised by a reduced mean wind speed and, additionally, an enhanced level of tur-
bulence. Most research in this area focuses on wakes behind single turbines, and on the wake interaction from 
a larger number of turbines within one and the same wind farm7. Only some experimental and recent numeri-
cal studies consider the wakes of entire wind farms and the impact of wakes on neighbouring downwind wind 
farms on a larger spatial scale6,8–22. The spatial extension of wakes from offshore wind farms is not understood 
to the extent that the length of a wake may be predicted based on all influencing parameters, such as wind-farm 
characteristics, atmospheric conditions, and sea state23. The most efficient mechanism for wake recovery is the 
vertical transfer of momentum from higher atmospheric layers downwards24, implying atmospheric turbulence 
to be the decisive parameter governing wake recovery16,25,26. Atmospheric turbulence is primarily produced from 
vertical wind speed gradients (mechanical turbulence) and thermal convection (thermal turbulence). Over rough 
land surfaces, both mechanical and thermal turbulence are abundant and wakes are usually short (at maximum 
a few kilometres in length). Much less turbulence is produced at sea, because of the small surface friction and 
weak temperature gradients, since the response of the ocean to solar radiation is slow. The wakes from wind 
farms over the sea are, therefore, expected to extend further downwind than over land, especially under a stably 
stratified flow, which inhibits thermally produced turbulence5,27. Since offshore wind farms are located close to 
the coastline (i.e. a distances less than 100 km to the coast), warm air from land may flow over the colder sea to 
generate stable stratification, especially during spring and summer. While not yet verified by direct in situ meas-
urements, analytical20,24,28 and numerical flow models13,22,29,30 predict the length of far wakes up to 100 km in 
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stable stratification. Further, satellite images from synthetic aperture radar (SAR) suggest the existence of wake 
lengths of several tens of kilometres (Fig. 2) under stable atmospheric conditions, i.e., in the absence of thermally 
produced turbulence31,32. However, such images are rare as the repeat cycle of the satellite is about 11–12 days and 
lack some observational verification in addition.

Verification of numerical and analytical models and SAR is difficult because in situ measurements of offshore 
wind-farm wakes only exist in the near field, directly behind single turbines and wind farms22,33,34. In fact, in situ 
measurements of far-field wakes at hub height on a larger scale behind whole offshore wind farms are not cur-
rently available. The German research project WIPAFF (WInd PArk Far Field)35 has performed the first aircraft 
measurements of the far wakes of wind farm clusters in the North Sea. We summarise the first measurements 
here and compare them with numerical simulations of the Weather Research and Forecasting model (WRF)36.

Methods
Table 1 gives an overview of all 41 measurement flights performed during the WIPAFF project with the 
Dornier DO 128 aircraft (Fig. 3) in 2016 and 2017 over the German Bight. The starting points of all flights were 
Wilhelmshaven, Borkum or Husum airport. The aircraft airspeed during the measurements was 66 m s−1.

Meteorological data. The wind vector measurement is performed by measuring the flow speed and flow 
angles at the aircraft nose with a multi-hole flow probe (Figs 3 and 4), as well as the aircraft’s motion and orien-
tation in the geodetic coordinate system with an inertial measurement unit (IMU) and the ground speed vector 

Figure 1. Distribution of offshore wind farms in the German Bight. Blue regions are farms currently in 
operation and orange regions are those wind farms that are under construction or have been approved (as of 
2017). Red polygons indicate farms with a submitted application (as of 2016). The plot on the left side indicates 
the flight track of Flight 7 on September 10, 2016. The blue dots represent the location of the individual wind 
turbines.

Figure 2. Example of a SENTINEL-1A satellite SAR image (Copernicus Sentinel data [2015]) acquired over 
the North Frisian Coast in the German Bight on May 22, 2015 at 17:16 UTC with westerly winds created by 
Matplotlib37. The white dots on the lower left are radar signatures from windfarm turbines of the three wind 
parks Amrumbank West, Nordsee Ost and Meerwind Süd/Ost. A wake of reduced wind speed generated by the 
wind turbines is indicated by darker streaks downwind of the wind farms.
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Flight code
Date (dd.
mm.yyyy)

Start Time 
(UTC)

End Time 
(UTC) WS (m s−1) Wind dir (°) Wake length (km)

Atmospheric 
stratification

September

 Flight 1 06.09.2016 14:13 17:20 7 190 25 stable

 Flight 2 07.09.2016 09:25 13:00 4 210 20 stable

 Flight 3 07.09.2016 10:00 14:00 4 190 at least 10 stable

 Flight 4 08.09.2016 10:38 14:25 8 120 at least 40 stable

 Flight 5 09.09.2016 10:54 14:50 6 240 at least 45 stable

 Flight 6 09.09.2016 15:43 19:17 6 250 at least 5 unstable

 Flight 7 10.09.2016 07:30 11:30 7 190 45 stable

 Flight 8 10.09.2016 12:05 16:00 4 190 at least 20 stable

March–April

 Flight 1 30.03.2017 15:57 19:02 15 240 70 stable

 Flight 2 31.03.2017 15:36 19:00 13 180 50 stable

 Flight 3 05.04.2017 15:42 16:34 14 310 10 neutral

 Flight 4 06.04.2017 15:29 18:22 8 310 at least 10 unstable

 Flight 5 09.04.2017 12:36 16:07 7 220 at least 50 stable

 Flight 6 09.04.2017 16:32 20:12 4 200 n.a. stable

 Flight 7 11.04.2017 11:25 15:10 8 300 5 unstable

 Flight 8 11.04.2017 16:12 20:04 8 240–280 25 neutral

 Flight 9 13.04.2017 13:35 17:39 16 290 10 neutral

May–June

 Flight 1 17.05.2017 12:35 16:28 8 110 n.a. stable

 Flight 2 17.05.2017 17:16 21:22 12 120 55 stable

 Flight 3 23.05.2017 15:42 16:34 5 250 at least 25 stable

 Flight 4 23.05.2017 13:18 17:15 11 310 at least 35 neutral

 Flight 5 24.05.2017 07:40 11:34 8 300 n.a. unstable

 Flight 6 24.05.2017 12:13 16:11 9 270 5 unstable

 Flight 7 27.05.2017 09:57 13:58 10 150 at least 50 stable

 Flight 8 27.05.2017 14:39 18:36 12 140 55 stable

 Flight 9 31.05.2017 09:58 13:46 8 290 2 unstable

 Flight 10 31.05.2017 15:00 18:50 9 290 0 unstable

 Flight 11 01.06.2017 08:55 12:54 6 300 0 unstable

 Flight 12 02.06.2017 08:55 12:40 4 170 at least 15 stable

August

 Flight 1 08.08.2017 10:35 14:35 9 80 at least 35 stable

 Flight 2 08.08.2017 15:06 19:07 14 80 at least 55 stable

 Flight 3 09.08.2017 10:34 14:37 15 210 n.a. unstable

 Flight 4 09.08.2017 15:09 19:05 13 240 n.a. unstable

 Flight 5 10.08.2017 12:49 16:54 5 330 n.a. unstable

 Flight 6 14.08.2017 12:08 16:07 8 150 at least 35 neutral

 Flight 7 14.08.2017 16:40 20:31 7 120 50 stable

 Flight 8 15.08.2017 09:22 13:15 8 180 30 stable

 Flight 9 17.08.2017 08:06 12:10 12 160 40 stable

October

 Flight 1 14.10.2017 14:59 18:40 15 260 n.a. stable

 Flight 2 15.10.2017 09:05 13:09 14 200 n.a. unstable

 Flight 3 15.10.2017 13:52 17:50 13 190 at least 25 stable

Table 1. Full list of all measurement flights conducted within the WIPAFF project. Wake length: Assessed wake 
distance with a wind speed deficit with more than 0.1 m s−1 compared to the undisturbed flow. Wake lengths 
measured during a flight pattern that did not cover the full extent of the wake are indicated with “at least”. Some 
flights focused on the processes above wind farms, hence, no data is available describing the length of the wakes, 
for such flights the wake length is not available (n. a.). Atmospheric stratification: Estimation of the atmospheric 
stability by analysing the airborne measured potential temperature vertical profiles between near surface (30 m) 
and hub height (100 m), which were flown close to the wind farm. WS means wind speed. Bold text marks the 
investigated flight in this study.
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with a combination of IMU and GPS. More details on the aircraft’s sensor system can be found in38–40. The total 
duration of a measurement flight lasted 2 to 4 h, and the main downwind flight pattern lasted about 1 h as shown 
in Fig. 1. The data acquisition rate is 100 Hz. Given the information of these sensors, the wind speed can be cal-
culated as

= + + Ω ×u v M v s( ), (1)gs tas

where u is the wind speed vector, vgs is the ground speed vector, vtag is the airspeed vector, M is the rotation matrix 
from the aircraft’s fixed coordinate system with respect to the geodetic coordinate system, and s is the lever arm 
between the IMU and the flow probe. The rate of angular rotation vector Ω contains the angular velocities of the 
aircraft fixed coordinate system relative to the geodetic coordinate system, and is among the primary output data 
of the IMU. A detailed description of the airborne wind speed measurement, including an error estimation, can 
be found in33 and41.

The turbulent kinetic energy, TKE is calculated by

σ σ σ= + +TKE 1
2

( ) (2)u v w
2 2 2

with σu representing the fluctuations of the wind vector component u, σv of the component v and σw of w.
For example, σu is computed as
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where N is the number of data points within the moving data window and u  denotes the average of u within the 
window. To study the variability of the wind speed field and TKE, it is necessary to determine a suitable horizontal 
length scale over which to compute the mean wind speed and the fluctuation σ of the wind components within 

Figure 3. The research aircraft Dornier DO-128 of the Technische Universität Braunschweig.

Figure 4. Instrumentation of the nose boom of the DO-128.
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sub-legs (data windows) along a flight leg. The method is the so-called moving-average method. Given a series of 
values (the total data point along one flight leg) and a fixed subset size (sub-legs), the first element of the moving 
average is obtained by taking the average of the initial fixed subset of the time series. The subset is then modified 
by a forward shift, so that the first value of the series is excluded, while including the next value following the 
original subset in the series to create a new subset of numbers for averaging. The process is repeated over the 
entire data series.

However, sub-legs not exceeding the largest eddies in size insufficiently sample the dynamic wind field, caus-
ing a systematic error by systematically under- or overestimating the turbulent wind and its standard deviation42. 
This sampling error can be estimated by the expression stated in43 and44 representing the absolute systematic 
statistical uncertainty of the standard deviation σu related to a single flight leg on which σu was calculated,

σ σ∆ = ⋅
L
P

2 ,
(4)u

u

l
u

where Lu is the integral length scale45 of u and Pl the averaging length. The Lu can be explained as the correlation 
time, i.e. the persistence or memory of the turbulent flow46. The integral time scale Iu for the wind speed u is

∫ ∫τ τ τ
τ
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where Covu represents the covariance of u, and is calculated by integration from zero lag to the first zero crossing 
at τ1

47. The transformation into the Lu is carried out by multiplication of the Iu by the aircraft’s ground speed, 
assuming that Taylor’s hypothesis of frozen turbulence is valid45. For example, the integral length scale for the 
wind speed u for Flight 7 is about 90 m. To obtain an error of less than 10% of σu, the window length should be at 
least 1800 m according to Eq. 4. We have defined windows of 2-km width using unweighted means, sequentially 
shifted through the leg by increments of 0.66 m for a sampling rate of 100 Hz and an aircraft ground speed of 
66 m s−1. As σu is about 0.1 m s−1 for Flight 7, the error for the measured wind speed u is 1%.

Scanning lidar. We recorded sea surface measurements using a scanning LiDAR-system supported by a 
navigation grade IMU for registering the measurement points. The effective pulse rate of 22 kHz theoretically 
provides spatial-point densities of one per metre along, and five per metre perpendicular to, the flight direction 
for an effective overall measurement rate of about 4.5 kHz. In addition to spatial information, the calibrated echo 
amplitude is used to compute the reflectance relative to a perpendicular white target at the same distance.

Data have been calculated as the average relative reflectance over 2 s. Fewer measurement points were received 
within the wake because of the smoother sea surface. In the averaged data set, this resulted in a generally higher 
reflectance inside the wake caused by more specular reflections.

Numerical model WRF. We conducted numerical simulations with the Weather Research and Forecasting 
Model WRF (Version 3.7.1)36 using three nested domains with grid size of 15 km, 5 km and 1.7 km. The nesting 
allows feedback between the nested domains with an update frequency of 20 s for the second domain and 60 s for 
the first domain. All model domains have 50 vertical levels with a spacing of approximately 40 m at the rotor area. 
The model top is at 100 hPa (=16 km). The initial and lateral boundary conditions are defined by the European 
Centre for Medium-Range Weather Forecasts (ECMWF) model operational analysis data at 6-h intervals. The 
ECMWF data has a grid size of 0.1 degrees (i.e. similar to the grid size of the first domain). The model is initialised 
at 12 UTC, 9 September 2016 (i.e. 19 h before the first measurements) and integrated for 36 h.

The following parametrizations are used for all domains: The NOAH land surface model48, the WRF 
double-moment 6-class cloud microphysics scheme (WDM649), the Rapid Radiative Transfer Model for the GCM 
scheme for short- and longwave radiation50 and the Mellor-Yamada-Nakanishi-Niino boundary-layer parametri-
zation51. The ocean surface roughness is determined by a modified Charnock relation52. In contrast to the two 
innermost domains, the outermost domain uses the Kain-Fritsch cumulus parametrization scheme53.

Wind farm parameterization. The grid size of the numerical model WRF is too large to capture the effect 
of a single wind farm explicitly. Therefore, we use the wind farm parametrization of Fitch et al.13, which acts as a 
momentum sink for the mean flow and as a source of turbulence at the height of the rotor. The wind turbines at 
the wind farms Amrumbank West (AW), Windpark Meerwind Süd/Ost (WM) and Nordsee Ost (OWPN) have 
a hub height ranging from 90 m to 95 m and a diameter of 120 m up to 126 m. Therefore, the rotor area of the 
wind turbines intersects with three model levels. The effects of the wind turbine towers on the atmosphere are 
neglected.

A wind turbine extracts kinetic energy from the atmosphere, with the total extracted fraction from the atmos-
phere described by the thrust coefficient CT. Only a fraction of the extracted kinetic energy is converted into 
electrical energy as quantified by the power coefficient CP. The difference between CT and CP stems from electrical 
and mechanical losses, and the production of non-productive drag. By neglecting the electrically and mechani-
cally induced losses and assuming that all non-productive drag is converted into electrical energy, the difference 
CT − Cp describes the amount of kinetic energy that is extracted from the mean flow and then converted into 
turbulent kinetic energy13.

The coefficients CT and Cp are a function of wind speed and depend on the type of turbine13. The three wind 
farms of interest (AW, WM, OWPN) have two different wind turbine types: At AW and WM, Siemens SWT 
3.6–120 offshore turbines are installed whereas at OWPN, Senvion 6.2 wind turbines are used, with nominal 
powers of 3.6 MW and 6.2 MW, respectively. Since CT and Cp for these turbines are unavailable to the public, we 
adapt coefficients from the wind turbine Siemens SWT 3.6–120 onshore, as these are available online (see http://

http://www.wind-turbine-models.com/turbines/646-siemens-swt-3.6-120-onshore
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www.wind-turbine-models.com/turbines/646-siemens-swt-3.6–120-onshore). The model underestimates the 
wind at hub height by up to 1 m s−1. Furthermore, the parametrisation of Fitch et al.13 neglects the dependence of 
the power and thrust coefficients on the stability of the atmosphere. Therefore, the power and thrust coefficients 
chosen in the present study are only a suitable first approximation.

Measurements of wind-farm wakes in the far field. In situ observations from fixed platforms like 
FINO 1 are available, but do not provide the spatial sampling required to study the three-dimensional structure 
of wakes. The institutes involved in the WIPAFF project were aware of these shortcomings in currently available 
data sources. Therefore, we collected in situ data with the research aircraft Dornier DO-128 belonging to the 
Technische Universität Braunschweig, Germany. Measurement flights delivered wind speed and direction, tur-
bulence, temperature, humidity, surface-temperature and sea-state data at high resolution (sampling frequency 
100 Hz), similarly to campaigns documented in38,39. A laser scanner was also integrated into the research aircraft 
to determine sea-surface properties.

We performed 41 measurement flights between September 2016 and October 2017 downwind of wind farm 
clusters, such as Amrumbank West and Godewind located in the German Bight (Table 1). We discuss the results 
of Flight 7 on September 10, 2016 here as a typical example for the wake extent during moderate wind speeds of 
7–10 m s−1 and under stable conditions. Throughout the September 2106 campaign, a dominant high-pressure 
system was located over Central and Eastern Europe, resulting in the advection of warm sub-tropical air over 
the German Bight from the south. The warm air over the colder water during the campaign resulted in stable 
atmospheric stratification (i.e. no thermal turbulence and, therefore, the prevention of convective motion), which 
is favourable for the generation of long wakes. By vertical profiling of the lower atmosphere with the aircraft, we 
observed stable conditions over the sea during the September 2016 campaign during 7 flights, where wakes over 
the whole flight range up to 45 km were detected. In total we detected wakes with a length of at least 10 km during 
27 cases, the longest wake length was 70 km (see Table 1). The flight pattern of Flight 7 on September 10 shown 
in Fig. 5a)–c) measured both the undisturbed air flow and the wake dispersion downwind from the wind farm 
cluster Amrumbank West, Nordsee Ost and Meerwind Süd/Ost with 90% of the wind turbines running. Several 
flight legs of 40 km length positioned perpendicular to the mean wind direction and staggered (5, 15, 25, 35, 
45 km) behind the wind farm captured both the wake and the adjacent undisturbed air flow at hub height (90 m) 
of the wind turbines.

Wind speed measurements from Flight 7 are shown in Fig. 5a), where data recorded from individual legs are 
linearly interpolated, and displayed as coloured contours. Behind the wind farm, a zone of reduced wind speed 
extended to at least 45 km, with a wind speed deficit up to 3 m s−1 at 5 km downwind and about 1 m s−1 at 45 km 
behind the wind farm resulting in a maximum wind speed deficit of 40%. In this manuscript we refer to wind 
speed deficit as the difference between the flow within the wake and the undisturbed flow outside of the wake on 
the western side along each flight leg (where the maximum wind speed was measured) instead of using the wind 
speed measured upstream of the wind farms as a reference. This definition is necessary because of two reasons. 
First, the wind speed has a gradient from East to West. Therefore, it would be difficult to define an upstream 
wind speed. Secondly, the upstream wind speed decreased during field experiment. Hence, using the upstream 
measured wind speed as reference would lead to an underestimation of the wind speed reduction. The wind 

Figure 5. (a) Wind speed measurements at hub height (90 m) from the DO 128 flight on September 10, 2016 
08:30–09:30 UTC (Flight 7). The wind speed measured along the flight track (black lines) is linearly interpolated 
perpendicular to the mean wind direction (south 190, indicated by the black arrow). Black dots mark the 
position of the wind turbines of the wind farms Amrumbank West, Nordsee Ost and Meerwind Süd/Ost. The 
geographical GPS-coordinates are converted into a Cartesian coordinate system aligned with the mean wind 
direction (190) for a better comprehension of the orientation and length of the wake. (b) As in Fig. 5a), but for 
the dimensionless reflectance of the sea surface. A higher reflectance may be interpreted as a lower wind speed 
near the ocean surface. (c) As in Fig. 5a), but for the TKE.
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speed deficit in the wake is aligned along the mean wind direction. The wake sector has the width of the wind 
farm (10 km) for the closest flight legs (at 5 km and 10 km downwind) and no pronounced spreading out can be 
detected with increasing distance from the wind farm.

A lower wind speed results in a smoother water surface. The smoothness of the water surface was measured by 
laser reflectance aboard the aircraft using the downwards-looking laser scanner (Sect. Methods). The scattering of 
the signal transmitted by the laser is less diffuse for smoother water, hence, the probability of a specular reflection 
in the direction of the sensor is higher. This effect of increased reflectance at low wind speeds is well known from 
microwave radar altimeter studies54, which we use to help visualise the far wake and relate to SAR images. As 
shown in Fig. 5b), we measured a higher reflectance by a factor of four inside the wake than in the neighbouring 
region, indicating lower wind speeds in the wake during Flight 7. In situ wind speed measurements (Fig. 5a) and 
laser reflectance (Fig. 5b) both show a wake throughout the whole scanning area of 45 km downwind of the wind 
farm. Furthermore, Fig. 5a) and b) display a horizontal wind speed reduction from west to east (i.e. perpendicular 
to the mean wind direction) caused by the higher surface friction along the coast, east of the flight path.

Turbulence in the far wake. The degree of atmospheric turbulence impacts the efficiency and fatigue 
loading of a wind turbine55. A typical parameter to describe turbulence is the turbulent kinetic energy (TKE) 
described in Sect. Methods. Measurements of TKE reveal a far downwind dispersion of the turbulence produced 
by the wind farm and as a result of the mixing of the wake with the undisturbed flow (Fig. 5c). A slender wake of 
TKE with a width less than 5 km is aligned with the western edge of the wind farm. A stronger horizontal wind 
speed gradient exists between the decelerated wind field in the wake and undisturbed wind field to the west. The 
eastern edge of the wake is much less pronounced as a result of the lower wind speeds along the coast. Inside the 
wake less turbulence is produced due to a lower wind speed than in the undisturbed flow outside the wake, thus 
TKE is smaller. Moreover, the eastern boundary of the cluster of wind farms is more irregular compared with the 
western edge (see Fig. 5c). The TKE of 0.5 m2 s−2 in the wake sector is about five times that in the undisturbed air 
flow and decays slowly after 10 km to about 0.3 m2 s−2. An elevated level of TKE remains at even 45 km downwind 

Figure 6. (a) WRF model simulation of the wind field at hub height (90 m) for 10 September 2016 08:30 UTC. 
(b) WRF model simulation for 09:30 UTC on the same day. The flight pattern over the German Bight is marked 
by the black line, the measurement flight domain according to Fig. 5a)–c) by grey dashed line, German and 
Danish coast by black lines and wind turbines by black dots. Grey line indicates a cross-section of the wind 
speed, which is displayed in Fig. 7. The figures were generated with Matplotlib37.

Figure 7. Cross-section along the wake as marked in Fig. 6 of the WRF simulations at 08:30 UTC (red) and 
09:30 UTC (purple) and the in situ data (blue). Error bars indicate the estimated wind measurement error as 
explained in Section Meteorological data.
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of the wind farm. Within the eastern part of the wake, the TKE remains lower (below 0.1 m2 s−2) than in the 
undisturbed flow (0.1–0.25 m2 s−2) at least 45 km downwind on account of the lower wind speeds and reduced 
horizontal wind shear.

Comparison with model simulations. We performed numerical simulations of the wake using the wind 
farm parametrisation of Fitch et al.13 within the Weather Research and Forecasting Model for a grid size of 1.6 km. 
Operational analysis data from the European Centre for Medium-Range Weather Forecasts (ECMWF) provided 
the initial and lateral boundary conditions. The model results (Fig. 6) have been obtained for two times at the 
beginning of the measurement pattern and at the end.

The model simulations reveal a similar structure and orientation of the far wake for the 10 September 2016 
as observed by the airborne data (Fig. 6), with a wind speed of about 6 m s−1 at the first flight leg 5 km downwind 
(08:30 UTC) and 7.3 m s−1 at the last flight leg (09:30 UTC) 45 km downwind (Fig. 7). However, the observations 
indicate higher wind speeds within the wake than the simulations (Fig. 7). This finding is consistent with the 
wind speed observations taken upwind of the wind farm where the model is underestimating the wind speed. 
Consequently, the wind speed within the wake has to be lower than the in situ data, otherwise the wind farm 
parameterization would underestimate the wind speed deficit induced by the wind farm.

The wind speed averaged over the measurement domain during the flight decreases from approximately 
7 m s−1 (08:30 UTC) to 5 m s−1 (09:30 UTC), which is consistent with flight measurements. The attenuated wind 
field along the coast observable in the simulations matches well with in situ observations (Fig. 5a).

Discussion
As expected from the results of remote sensing observations, numerical and analytical studies13,20,22,24,28,30–32,56,57, 
the wind speed deficits downwind of offshore wind farms tend to be larger in stable than in unstable conditions, 
and the lengths of wakes are longer. Likewise, our aircraft measurements show strong indications for longer wakes 
for all flights under stable situations, whereas wakes were not observed far away from the farms during unstable 
conditions (see Table 1). These first airborne in situ results fortify assumptions from the previous studies. A fur-
ther detailed analysis of the stratification and wake length will be presented in a future work, as an exact stability 
analysis is very complex and must be done for each single flight, which is beyond the scope of this paper.

The question now is how often do stable conditions occur, and are stable conditions coupled to certain wind 
directions? Fig. 8 displays a stability wind rose (32,736 10-min mean values for the relevant wind speed range of 
5 m s−1 to 25 m s−1) from the offshore research platform FINO 158 located in the German Bight to the north of the 
island of Borkum (see Fig. 1) for the whole of the year 2005. While 20% of all values exceed a moderate stability 
of z/L = 0.2, 10% of all values still exceed a stability of z/L = 0.5.

Figure 8. Stability wind rose indicating the frequency (number of 10-min intervals per 12° wind direction 
sector) of atmospheric stability. Lines are labelled in terms of the stability measure z/L, where z is the height 
above ground, and L is the Monin-Obukhov length. Blue and red shading indicates stable and unstable 
stratification, respectively. The higher the value the stronger the stability. Data are from the FINO 1 offshore 
platform in the North Sea for the whole year of 2005 at a height of 60 m above the sea surface. Data is available 
from http://fino.bsh.de/. Only data with wind speeds between the cut-in (5 m s−1) and cut-off (25 m s−1) wind 
speed have been considered.
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Figure 8 also demonstrates a correlation between the wind direction and atmospheric stratification, which 
is typical for mid-latitudes on the northern hemisphere59, resulting from the alternating warm and cold sectors 
of the eastward moving cyclones at this latitude. Stable situations are most likely found for south-west wind 
directions, from which we can infer that this is the most likely direction producing long wakes in the North Sea. 
Further, the predominant wind directions in the North Sea are west and south-west wind directions as 42% of 
all values in Fig. 8 come from the 90 sector from south to west, meaning we expect stable situations from this 
predominant sector about 5% of the time. For wind farms located several tens of kilometres downwind of neigh-
bouring wind farms along the main wind direction, the productivity of the downwind farms may be reduced 
during periods with stable stratification.

Our airborne observations provide the first in situ confirmation of the existence of far wakes extending at least 
45 km downwind from wind farms, confirming the ability of numerical simulations and SAR satellite images in 
capturing the spatial structure of wind-farm wakes. Further analysis for different atmospheric conditions are 
foreseen to provide a clearer quantitative relationship between wind speed, turbulence intensity, atmospheric 
stability and wake length.
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Abstract
This publication synthesizes the results of the WIPAFF (WInd PArk Far Fields) project. WIPAFF focused on
the far field of large offshore wind park wakes (more than 5 km downstream of the wind parks) located in the
German North Sea. The research project combined in situ aircraft and remote sensing measurements, satellite
SAR data analysis and model simulations to enable a holistic coverage of the downstream wakes. The in situ
measurements recorded on-board the research aircraft DO-128 and remote sensing by laser scanner and SAR
prove that wakes of more than 50 kilometers exist under certain atmospheric conditions. Turbulence occurs
at the lateral boundaries of the wakes, due to shear between the reduced wind speed inside the wake and the
undisturbed flow. The results also reveal that the atmospheric stability plays a major role in the evolution
of wakes and can increase the wake length significantly by a factor of three or more. On the basis of the
observations existing mesoscale and industrial models were validated and updated. The airborne measurement
data is available at PANGAEA/ESSD.

Keywords: WIPAFF, wind energy, offshore, wakes, marine boundary layer

1 Introduction

Wind park wakes have found increasing interest in re-
cent years, when industry and authorities have started
to plan wind parks closer together for good reasons
(e.g. nature conservation, bundling of grid access, pub-
lic acceptance), especially in offshore regions. As wind
parks are built to extract kinetic energy from the atmo-
sphere, downwind wake regions form behind turbines
and wind parks, characterised by reduced mean wind
speed and enhanced levels of turbulence (Lissaman,
1979). Both effects downgrade the conditions for down-
stream turbines and wind parks and are thus relevant
for the expected power output from and the endurance
of the installations. However, a deeper understanding of
the physics of atmospheric flow in wind park wakes is
needed to obtain better operational forecasts of wind en-
ergy production or scenario simulations (Veers et al.,
2019; Rohrig et al., 2019).

We distinguish here between the near wake of wind
parks (a few hundreds of metres to a few kilometres be-
hind the parks) where the effects of single turbines are

∗Corresponding author: Andreas Platis, University of Tuebingen, ZAG, En-
vironmental Physics, 72074 Tübingen, Germany, e-mail: andreas.platis@
uni-tuebingen.de

clearly discernible, and the far wake (about five kilome-
tres and more behind the parks) where the wakes of the
single turbines have merged into a more or less uniform
park wake (e.g. Li and Lehner, 2013a). Most research
on wakes so far has focused on near wakes behind sin-
gle turbines and on wake interactions from a larger num-
ber of turbines within one and the same wind park (e.g.,
Martínez-Tossas et al., 2015; Trabucchi et al., 2015).
Only some experimental and recent numerical studies
consider the wakes of entire wind parks and the impact
of far wakes on neighbouring downwind wind parks on a
larger spatial scale (e.g., Chaviaropoulos, 2013; Ny-
gaard and Hansen, 2016; Schneemann et al., 2019).

The impact of far wakes from offshore wind parks on
the regional climate has only been addressed in isolated
studies (e.g., Boettcher et al., 2015) with hardly any
definite conclusions. Recent studies for onshore wind
parks found similar effects of the impact Pryor et al.,
2018. Wind park far wakes are of particular interest
for offshore installations, because turbulence intensity –
which is the main driver for wake dissipation – is much
lower over the ocean than over land. Therefore, wakes
behind offshore wind turbines and wind parks are ex-
pected to be much longer than behind onshore wind
turbines and parks (see e.g., Barthelmie et al., 2007;
Porté-Agel et al., 2020). Analytical studies (Emeis,

© 2020 The authors
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2010; Emeis, 2018; Porté-Agel et al., 2020) as well as
numerical simulations (e.g. Fitch et al., 2012) have pre-
dicted these prolonged wind park wakes as well. Wake
lengths up to about 100 km were found in these simu-
lations (Fitch et al., 2012). Observational evidence of
such long wakes has been available only indirectly so
far from the evaluation of satellite data (Christiansen
and Hasager, 2005).

In situ measurements of the far wakes were missing
before the initiation of the research project WIPAFF
(WInd PArk Far Fields), the main results of which are
reported here. WIPAFF has been funded by the German
Federal Ministry for Economic Affairs and Energy and
ran from November 2015 to April 2019. The main goal
of WIPAFF (Emeis et al., 2016) was – for the first time –
to perform a large number of in situ measurements from
aircraft operations at hub height behind wind parks in
the German Bight (North Sea), to evaluate further SAR
images and to update and validate existing mesoscale
and industrial models on the basis of the observations.
First results from WIPAFF aircraft operations have been
reported by Platis et al. (2018).

This publication is designed to give an integrative
overview on the results of WIPAFF. Results from the
evaluations of the different measurement and modelling
efforts in the project (see Emeis et al., 2016; Djath et al.,
2018; Platis et al., 2018; Siedersleben et al., 2018b;
Siedersleben et al., 2018a; Siedersleben et al., 2020;
Lampert et al., 2020; Platis et al., in review; Djath
and Schulz-Stellenfleth, 2020; Cañadillas et al.,
2020) are put into a common perspective. The airborne
data set of the WIPAFF project is accessible to the
community via the PANGAEA database (Bärfuss et al.,
2019; Lampert et al., 2020). Section 2 gives the initial
hypotheses of the project and Section 3 briefly reviews
methods and their state of the art at the beginning of the
project. The main results of WIPAFF are summarized in
Section 4. Section 5 concludes the study and prepares an
outlook to further necessary research.

2 The WIPAFF project’s initial
hypotheses

Wind turbines generate rotating wake vortices in which
wind speed, turbulence intensity and turbulent fluxes
are modified compared to the undisturbed flow. In a
wind park with many wind turbines arranged in a tight
grid, theses single wakes are considered to superimpose
each other (Martínez-Tossas et al., 2015; Trabucchi
et al., 2015). For the successful planning of further off-
shore parks, it is therefore crucial to identify the param-
eters that affect the wake development. There have been
some model approaches of varying complexity that sim-
ulate these wake processes (Frandsen, 1992; Emeis and
Frandsen, 1993; Vermeer et al., 2003; Emeis, 2010;
Fitch et al., 2012; Fiedler and Adams, 2014; Volker
et al., 2015). A validation, however, of these models has
not yet been available so far due to the lack of large off-
shore wind parks. With the installation of the first large

wind park cluster in the German Bight in the recent
decade, this has become possible now. The WIPAFF
project aimed to understand the wake development in
the lee of wind parks, the corresponding decay dynam-
ics and the size and impact of the wakes downstream of
entire offshore wind parks by considering all influencing
parameters. In the following, we address the four initial
hypotheses of the WIPAFF project.

2.1 Hypothesis 1: Wake appearance is related
to atmospheric stability

The most efficient mechanism for wake recovery is the
vertical transfer of momentum from higher atmospheric
layers downwards by atmospheric turbulence (Emeis,
2010; Abkar and Porté-Agel, 2015a; et al., 2015a;
Emeis, 2018). Because of the small surface friction and
weak temperature gradients over the sea, much less me-
chanical turbulence is produced compared to onshore
sites (Smedman et al., 1997; et al., 2015b) and, hence,
longer wakes are expected. For this reason, surface
roughness and atmospheric stability are regarded to be
the decisive parameters governing the generation of tur-
bulence and thus the wake recovery (Barthelmie et al.,
2009; Barthelmie and Jensen, 2010; Hansen et al.,
2012; Wu and Porté-Agel, 2012; Chaviaropoulos,
2013).

Wakes of several tens of kilometres were expected
to be especially pronounced at offshore locations dur-
ing stable conditions (Hansen et al., 2012). This pre-
sumption of the existence of far wakes was supported
by observational hints of long reaching wakes on satel-
lite images of the sea surface from synthetic aperture
radar (SAR, Figure 2). In stable stratifications, long
wakes with a length exceeding 20 km have been assessed
from synthetic aperture radar data (Christiansen and
Hasager, 2005; Li and Lehner, 2013a).

In addition to the fact that stability may play a very
important role in the generation of far wakes, stud-
ies such as Frandsen et al. (2006); Porté-Agel et al.
(2014); Porté-Agel et al. (2013); Barthelmie et al.
(2009) showed that the wake intensity within the wind
park depends crucially on the wind direction and the
park layout. A larger initial wind speed deficit is ob-
served when the wind direction is parallel to the tur-
bine rows and the turbines are aligned. This larger initial
wind speed deficit was expected to cause longer wakes
according to Emeis (2010).

2.2 Hypothesis 2: Wakes are associated with
increased turbulence

Besides the reduction of the wind speed in the wake,
turbulent effects, such as high turbulent kinetic energy
(TKE) and increased momentum flux were expected.
The degree of atmospheric turbulence impacts the effi-
ciency and fatigue loading of a wind turbine (Lee et al.,
2012). Two factors were considered responsible for the
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production of turbulence. Firstly, the rotating wake vor-
tices by the wind turbines and secondly, the production
of turbulence as a result of the mixing of the wake and
its decelerated wind field with the undisturbed flow. So
far, mesoscale numerical models parameterize wind tur-
bines as elevated moment sinks, and some of them as a
source of TKE (Blahak et al., 2010; Fitch et al., 2012;
Abkar and Porté-Agel, 2015b; Volker et al., 2015).
In large-eddy simulation (LES) studies and wind-tunnel
experiments, these effects were determined at a distance
of almost 20 times the wind turbine rotor diameter d
(20d) (Wu and Porté-Agel, 2012). However, a vali-
dation with in situ measurement data has not yet been
carried out, except in Volker et al. (2015) who used
tower measurements collected during neutral conditions
to evaluate the wind parks parameterizations of Fitch
et al. (2012) and Volker et al. (2015).

2.3 Hypothesis 3: Wakes have the potential to
impact other wind parks downstream

For an optimal use of the marine areas, wind parks are
constructed at favourable locations and in clusters in or-
der to minimize the expense of grid connections and due
to other constraints like military zones, pipelines, and
nature preserves. However, the close proximity can un-
dermine power production in other wind parks down-
stream, due to wakes from upwind wind parks, causing
an economic loss (Kaffine and Worley, 2010; Ny-
gaard, 2014; Nygaard and Hansen, 2016; Bodini
et al., 2017; Lundquist et al., 2019). Simple analytical
models and first studies confirmed that especially during
thermally stable stratification wakes have an impact on
downwind wind parks reducing their efficiency.

2.4 Hypothesis 4: Wakes impact local climate

Large wind farm impose an obstacle in a flat environ-
ment, which decelerate the flow locally associated with
a flow-around and overflow effects. As a result, the tur-
bulent fluxes and heat in the atmospheric boundary layer
(ABL) may change.

It was already known that onshore wind parks can
impact the near surface temperature, and the turbulent
fluxes of sensible heat, CO2, and water vapour (latent
heat) (e.g. Roy and Traiteur, 2010; Zhou et al., 2012;
Rajewski et al., 2013; Rajewski et al., 2014; Arm-
strong et al., 2016). For example, Zhou et al. (2012)
observed a warming of 0.5 K in the vicinity of onshore
wind parks, especially during nocturnal stable condi-
tions. But only a few studies have investigated the poten-
tial effect of offshore wind parks on the marine boundary
layer (MBL). These studies were motivated by visible
cloud effects as they were seen in photos taken at a wind
park at the coast of Denmark (Emeis, 2010; Hasager
et al., 2013; Hasager et al., 2017), indicating fog for-
mation and dispersion due to enhanced mixing and adi-
abatic cooling downwind of wind parks. Associated with

enhanced mixing, Foreman et al. (2017) reported a de-
creased sensible heat flux downwind of a small offshore
wind park during stable conditions in the German Bight
by using eddy-covariance measurements of heat and hu-
midity fluxes at the research platforms FINO1 mast.

Also numerical simulations have indicated a change
in air temperature and humidity in the downwind direc-
tion of offshore wind parks. Vautard et al. (2014) iden-
tified increased temperatures in the area of offshore wind
parks in their simulations, whereby Wang and Prinn
(2011) reported a potential cooling effect in the vicinity
of offshore wind parks due to an increased latent heat
flux. These thermal effects were not investigated by field
measurements, so far. Therefore, in the framework of the
WIPAFF project, their spatial extent was investigated to-
gether with the possibility that larger wind parks may
have an influence on the local climate.

3 Methods used in the WIPAFF project

3.1 Airborne Data

Airborne in situ data were collected with the research
aircraft Dornier DO-128 operated by the Technische
Universitat Braunschweig, Germany. 41 measurement
flights over the German Bight during the WIPAFF
project during 2016 and 2017 delivered (in general at
a sampling frequency of 100 Hz) 3D wind vector, tem-
perature, humidity, and sea surface-temperature. A de-
tailed explanation of the used measurement instruments
and the aircraft can be found in Corsmeier et al. (2001);
Platis et al. (2018); Lampert et al. (2020). The start-
ing points of the flights were Wilhelmshaven, Borkum
or Husum airport, respectively. A typical flight pattern
to capture the wakes is displayed in Figure 1 is the so-
called "meander pattern”, with several flight legs at hub
height (at about 100 m above sea level) positioned down-
stream of the wind-park cluster. The data is freely avail-
able from Bärfuss et al. (2019) and further explained in
Lampert et al. (2020).

Besides the meteorological in situ data, a downward-
looking scanning lidar system measuring the distance
aboard the research aircraft recorded the sea-surface
state for deriving the shape and distribution of the sea
waves, and for characterizing the far-field wakes.

3.2 Satellite information for retrieving surface
properties

Active microwave radar sensors such as Synthetic Aper-
ture Radar (SAR) are powerful instruments for sunlight
and weather independent measurements of the ocean
surface roughness at high spatial resolution. The ca-
pability of SAR to provide information on offshore
windpark wakes has been amply demonstrated (Chris-
tiansen and Hasager, 2005; Li and Lehner, 2013a;
Djath et al., 2018). Far field wake effects of more than
10 km downstream of offshore wind parks have for the
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Figure 1: Distribution of offshore wind parks in the German Bight as of December 2017. Blue regions are parks currently in operation,
red indicate parks still in the approval process. Orange regions are those wind parks that are under construction. The red line within the
close-up indicates the area where typically the vertical profiles where flown to capture the atmospheric stratification in close vecinity to the
wind farm. The map is adapted from data of the German Federal Maritime and Hydrographic Agency (BSH) and adapted from Platis et al.,
2018. The magenta and grey colored crosses show locations of climb flights as indicated in Figure 16.

first time become evident based on the analysis of SAR
images (Christiansen and Hasager, 2005; Lin et al.,
2008; Li and Lehner, 2013b). In the WIPAFF project,
SAR revealed changes of surface properties downwind
of wind parks, expanding the airborne observations to a
scale beyond 100 km.

SAR measures near surface wind fields in an indi-
rect way through the small scale roughness of the sea
surface. The wind influences the sea surface by gener-
ating cm-scale roughness, which is captured by active
microwave sensors due to the Bragg-scattering princi-
ple. Low image intensities thus indicate areas of reduced
wind speed.

Sentinel-1A (launched in 2014) and Sentinel-1B
(launched in 2016) are twin satellites that provide SAR
data in the German Bight on a regular basis. They were
launched into a sun-synchronous orbit and operate at
C-band (5.405 GHz) at vertical receive and transmit po-
larization (VV). Each satellite has an exact repeat cy-
cle of 12 days for the same imaging geometry (i.e., in-
cidence angles and area covered are identical), but can
provide data for a particular spot at one or two day in-
tervals, if different imaging geometries are acceptable.
Thus, the combination of both satellites provide an im-
age every 6 days with identical geometry. The estimation
of wind speeds from SAR requires the radiometric cal-
ibration of the SAR raw data and the inversion of a so
called geophysical model function (GMF) (Hersbach
et al., 2007; Verhoef et al., 2008). Wind direction infor-
mation can be retrieved either from SAR image struc-
tures or alternatively external sources (e.g., atmospheric
models) are used.

Wind speed deficits were estimated from SAR using
a technique proposed in Christiansen and Hasager
(2005) and a new filter approach described in Djath and
Schulz-Stellenfleth (2020). The overall challenge
in this application is the estimation of the undisturbed
background wind speed, which is not available at the
exact location of the wake. The use of wind speeds in
neighbouring areas as a proxy leads to certain errors,
which depend on spectral properties of the background
wind field and which are discussed in more detail in
Djath and Schulz-Stellenfleth (2020).

A spectral analysis of wind fields in the German
Bight was conducted as follows. SAR scenes from both
satellites were collected for the period September 2016
to December 2017. The occurrence of wakes around
the wind park Amrumbank West was analysed (Fig-
ure 1). Only the scenes that included the entire Am-
rumbank West were considered and overall, 177 scenes
were collected. Wave-number spectra were then com-
puted from the SAR derived 10 m-wind speed maps.
Wind field data were classified considering the stabil-
ity conditions based on the thermal stratification from
FINO1 data. Wind fields associated with stable con-
ditions (STA) and unstable conditions (NOSTA) were
considered. A 2D spectral analysis was applied to a
square box of 320×320 grid points (with a grid spac-
ing of 300 m, i.e. spatial resolution) aside the wind tur-
bines (see blue box in Figure 2). Using this area, a wave-
length range between 0.6 km and 100 km is covered. A
2D Fast Fourier Transform (FFT) was applied to the
SAR derived wind fields after the mean was removed.
The resulting 2D wavenumber spectrum was scaled in
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such a way, that integration of the entire spectral do-
main equalled the total variance of the wind field. As
the wavenumber and directional dependency were also
analysed, the spectra were interpolated from the original
2D Cartesian grid to a polar grid. The 1D spectrum was
then computed by integrating over all directions.

Besides the observational data, different (numerical)
model types were used to investigate the far field of
offshore wind parks.

3.3 Mesoscale model and wind-park
parameterizations (WPPs)

All mesoscale numerical simulations were performed
with the Weather Research and Forecasting Model WRF
(version 3.8.1). We used the wind park parameterization
of Fitch et al. (2012) to simulate the wakes of offshore
wind parks in the German Bight. Wind park parame-
terizations (WPPs) allow one to simulate the impact of
several wind parks on the marine boundary layer due
their low computational costs. Nowadays, offshore wind
parks cover an area on the order of 100 km2 and the cor-
responding wakes exceed 50 km downwind (Figure 2).
Consequently, large offshore wind parks affect a large
area, hence, high resolution large-eddy simulations cov-
ering the wake area and the corresponding wind park are
computationally too expensive to estimate the economic
potential loss of planned offshore wind parks or the re-
gional climate impact of wind parks. For such purposes,
WPPs are a suitable tool.

The wind park parameterization of Fitch et al.
(2012) extracts momentum from the mean flow at the
rotor area and adds TKE at rotor height. In contrast,
others (e.g. Jacobson and Archer, 2012; e.g. Volker
et al., 2015) do not add any TKE as they assume that
the TKE develops due the resolved shear. However,
both approaches simulate wakes of offshore wind parks
with a length exceeding 50 km during neutral conditions
(Volker et al., 2015).

Evaluation studies testing the performance of WPPs
for offshore wind parks during stable conditions are rare.
Hasager et al. (2015) compared SAR retrieved wind
speed to mesoscale simulations. Volker et al. (2015)
tested their WPP and that of Fitch et al. (2012) with real
case data using idealized simulations. However, all these
evaluation studies were either based on remote sensing
data allowing only an evaluation of the wind speed 10 m
above mean sea level (msl) or on idealized simulations
omitting moisture effects and assuming a stationary in-
flow. Therefore, studies investigating the performance of
WPPs for real case simulations are necessary.

3.4 Analytical model

Analytical wind park models for the assessment of
wakes can be constructed in two ways. These models are
either bottom-up models which are based on overlays of
several single-turbine wakes (the description of which

dates back to Jensen, 1983) or they are top-down mod-
els which consider wind parks as a whole, e.g., as an ad-
ditional surface roughness, as an additional momentum
sink or as a gravity wave generator in association with
a temperature inversion aloft at the top of the bound-
ary layer (for the latter idea see Smith, 2010), which
modifies the mean flow above wind parks (Newman,
1977; Bossanyi et al., 1980; Frandsen, 1992). Such
models have analytical solutions which make them at-
tractive, although they necessarily contain considerable
simplifications. Nevertheless, they can be used for first-
order approximations in wind park design. Furthermore,
a significant advantage of top-down models that they im-
plicitly include the ‘deep array’ effects (Barthelmie
and Jensen, 2010). Wind turbines in a large array in-
fluence the flow in the atmosphere above the wind farm
(Chamorro and Porte-Agel, 2011). It has been pro-
posed that this prevents the entrainment of momentum
from the air above the wind farm, restricting the wake
recovery (Nygaard, 2014).

The analytical wind park model of Emeis (2010) is
an extension of earlier ideas documented in Frandsen
(1992) and Emeis and Frandsen (1993). An updated
version which additionally includes the turbulence gen-
erated by the turbines in the wind park itself is docu-
mented with all equations in Chapter 6 of Emeis (2018).
The basic idea of this model is that the overall mo-
mentum consumption of the turbines in very large wind
parks, which is proportional to the drag coefficient of
the turbines and the wind speed at hub height, can only
be compensated for by a turbulent momentum flux from
above. This leads to an analytical equation for the re-
duced horizontal wind speed at hub height in the inte-
rior of large wind parks. In the wake behind such large
wind parks the wind speed at hub height can only re-
cover again due to a turbulent momentum flux from
above. This leads to an exponential function for the wind
speed recovery at hub height in the wake. The length
of the wake is arbitrarily defined as the distance behind
the wind park where the wind speed has recovered to
more than 95 % of the undisturbed value ahead of the
wind park. We note that the decay coefficient used here
is not the wake decay coefficient (WDC) used in the
quadratic decay function of Jensen (1983). In this an-
alytical model the wind speed reduction at hub height
within a large wind park is given as a function of the
areal density of turbines in the park, (sea) surface rough-
ness, turbine-induced turbulence and the thermal stabil-
ity of the atmospheric boundary layer. The wake length
in the analytical model depends on the reduced wind
speed right after the wind park and the latter three pa-
rameters mentioned before. The park layout, i.e., the
spatial arrangement of turbines within a wind park, is
not covered by this analytical model.

3.5 Engineering models

Engineering models are widely used in the wind energy
industry due to their low computational costs and ease
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of use to account for wind park wakes. Direct wakes
of each individual turbine are simulated with the ‘mod-
ified PARK’ model (Katic et al., 1987). Alternatively,
the ‘Eddy Viscosity’ model Ainslie (1988) could be
used. Experience shows that the differences between the
two models are particularly relevant in the first kilome-
ters behind the wake-generating turbine. Since in the
WIPAFF context, however, the effects beyond 10 km on
the lee side of the wind park are particularly relevant,
the ‘modified PARK’ model is used here due to the sig-
nificantly shorter computing time.

In large (offshore) wind parks, the turbines cannot be
regarded as independent of the free wind field. Rather,
they extract momentum from the wind and therefore act
like an area with increased roughness. This results in the
formation of an internal boundary layer (IBL) with re-
duced wind speed behind each turbine. The exact shape
of the IBL and the resulting wind speed reduction de-
pends on the orientation of the wind park layout relative
to the wind direction (DNV-GL, 2013a).

Both (the ‘modified PARK’ model combined with
an IBL) together allow a reasonable simulation of the
wake in offshore wind parks and wind park clusters
and are often used in this combination for the deter-
mination of wind park yields. Importantly, as the indi-
vidual turbine wake and IBL models have been devel-
oped assuming neutral conditions, stratification needs
to be explicitly accounted for by tuning the parameters
of these models to match the observations (Peña and
Rathmann, 2014) and to get an accurate estimation of
energy production.

4 Results

In the following the four hypotheses described in Sec-
tion 2 are tested.

4.1 On hypothesis 1: Wake Appearance

4.1.1 Appearance of wakes from SAR and
airborne data

28 out of the total 41 flights during the WIPAFF project
included a flight strategy which allowed for the deter-
mination of wakes behind wind parks. For 12 out of the
28 flights, the wake length, defined as the distance to
95 % recovery of the wind field, exceeded the length of
the flight meander pattern and for two flights the wake
length was observed to be shorter than the downwind
distance of the first measured leg. The observed wakes
within the WIPAFF campaigns range from nearly 0 km
in unstable atmospheric conditions to over 65 km in at-
mospheric stable conditions (see for further results and
discussion Section 4.1.2). The flow inside the wakes was
reduced up to 43 % compared to the undisturbed flow,
two examples are shown in Figure 4 and 10a).

In addition to the airborne observations, wakes
were identified by the analysed surface roughness and
backscatter signal (Normalized Radar Cross Section –

Figure 2: NRCS from Sentinel-1A acquired on 27 May 2019 at
05:49 UTC (Copernicus Sentinel data [2019]). Dark streaks in East-
West direction behind the wind parks represent atmospheric wakes.
Strong atmospheric related NRCS modulation are also found in
North-South direction. The blue box was used for the estimation
of 2D wavenumber wind spectra. The red arrow indicates the wind
direction.

NRCS) from SAR Sentinal – 1A and 1B observations,
e.g. Figure 2. The images exhibit darker streaks down-
wind of wind parks and brighter features at the edges of
the wakes, which indicate that surface roughness is re-
duced downstream of wind parks, and increased along
the edges of the wind parks. An example of recent
Sentinel-1A SAR image on 27 May 2019 in Figure 2
shows the wakes through the east-west oriented dark
streaks behind the wind parks and are in line with the
wind direction coming from West. The wind direction
is given by the German weather service (DWD) that
provides hourly weather data. The wake behind individ-
ual wind parks are longer than 30 km. Statistical analy-
sis from SAR data and atmospheric stability by Djath
et al., 2018 showed wakes longer than 50 km and also
revealed that the wakes are longer for stable conditions.
Overall, from the total 177 collected scenes between
2016 and 2017, 38 % of them show wakes downstream
of offshore wind parks. The case with missing wakes on
SAR could be related to either strong atmospheric insta-
bility or the fact that the wind farms are not in operation.

4.1.2 Longer wakes during stable stratification

Experimental observations by SAR and aircraft indi-
cated that the wake length depends on the stability of
the surrounding atmospheric flow. Therefore, a detailed
correlation analysis was performed in order to quantify
the effect of different stability definitions on the wake
length.

A layer is considered as stable, when vertical mo-
tion is suppressed, and as unstable or convective, when
vertical motion is enhanced (Stull, 2012). By theory
and as outlined in Emeis et al. (2016), it is typical over
the ocean for the northern hemisphere in the temper-
ate west-wind belts that warm sector winds most fre-
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quently come from the south-west and thus are followed
by rather stable conditions, whereas cold-sector winds
come from the north-west and predominantly bring con-
vective conditions. For the German Bight, long term
studies conducted during recent years support these as-
sumptions (Westerhellweg et al., 2010; Sathe, 2010;
Muñoz-Esparza et al., 2012; Emeis et al., 2016).

A common stability parameter is the static stability or
lapse rate γ, which takes solely buoyancy into account.
The lapse rate is defined by the derivation of the virtual
potential temperature θv with respect to the vertical co-
ordinate z, and can be approximated by the temperature
difference Δθv between two levels separated by height
difference Δz:

γ =
dθv

dz
≈ Δθv

Δz
. (4.1)

Thus, γ is negative during convective conditions and
positive for stable cases.

Common parameters that express dynamic stability,
considering both buoyancy and shear, are the Obukhov
length and the bulk Richardson number (Stull, 2012;
Muñoz-Esparza et al., 2012). Moreover, there are mea-
sures of the magnitude of turbulence, not considering
any thermal stratification at all. Most common in ABL
science is the turbulence kinetic energy (TKE) per vol-
ume and unit mass

k =
1
2
·
(
u′2 + v′2 + w′2

)
(4.2)

taking the turbulent part of the wind speed components
into account.

We used SAR and flight data in the WIPAFF project
to investigate the correlation between stability and wake
length.

In a first step SAR scenes taken over the offshore
windpark Alpha Ventus were analysed and wake lengths
were estimated using the technique described in Chris-
tiansen and Hasager (2005). This technique consists
of estimating the velocity deficit from two parallel tran-
sects defined such that one transect encloses the wake
area and the second transect is defined outside the wake,
which is characterised as freestream conditions. The
length at which the wind speed inside the wake has re-
covered to the freestream characterizes the maximum
length of the wake. The scenes were collocated with
estimates of the vertical gradient of potential temper-
ature obtained from the nearby FINO-1 platform. The
vertical gradient is based on the measurement of the
hourly sea surface temperature at FINO1 and the air
temperature at 50 m height. The resulting scatter plot is
shown in Figure 3. One has to emphasize that this analy-
sis only includes measurements during the early period
(2011–2015), where the Alpha Ventus windpark was not
affected by neighbouring wind farms, like it is today.
One can clearly see a relationship between increasing
atmospheric stabilities and growing lengths of the off-
shore wind farm wake. More details are given in Djath
et al. (2018).

Figure 3: Scatterplot of SAR derived wake lengths versus atmo-
spheric lapse rate γ = Δθv

Δz derived from FINO-1 data (adapted from
Djath et al. (2018)).

The second data source for the determination of the
stability were the airborne measurements. We used the
vertical profiles obtained during the WIPAFF measure-
ment flights close to the wind parks as marked in Fig-
ure 1 for the stability estimation. Further, to examine
the relationship between wake expansion and stability,
the wake length obtained from flight data (e.g Figure 4)
was compared to the stability parameters such as L, RiB,
and γ. However, a general statement is difficult. Most
promising results were achieved using γ (Figure 5a), us-
ing a height interval Δz from the uppermost position of
the wind turbine blade tip (at 150 m agl for the Amrum-
bank West wind park AW, for instance) to the lowest
position (at 30 m agl for AW). Thus, the height interval
covers the entire rotor area, as this was assumed to be
the most representative height interval with respect to
the wake origin.

Looking at the distinct wind park clusters (Figure 5),
the correlation between wake length and stronger sta-
bility, as observed for the wind parks GO (Godewind)
and AW, can be approximated by two different expo-
nential functions. This is an indication that there are
more parameters that govern the wake length, in ad-
dition to stability – possibly also the wind-park archi-
tecture as considered in the analytical model. More-
over, strong stability coincides with the absence of short
wakes. In addition, there is a correlation between higher
wind speed deficit with more stable atmospheric condi-
tions (not shown), while small wind deficits occur dur-
ing more convective conditions.

Using the airborne data set of the WIPAFF project,
a distinct correlation between the wake length and the
other stability parameters L and RiB (not shown) was
not apparent. Summing up, the correlation analysis for
wake length and stability exhibits large uncertainty and
data scatter. A major problem is the exact determination
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Figure 4: Contour plot of the interpolated wind field, measured
during Flight 31 on 08 August, 2017, including the indication of the
undisturbed wind field (grey dashed lines) and the wake boundaries
(grey solid lines). The black line refers to the flight track (so-called
“meander pattern”), black dots indicate the wind turbines of the wind
park cluster Amrumbank West, Nordsee Ost and Meerwind Süd/Ost.
The mean wind direction is from the east. The top of the map is
oriented towards the west. Adapted from Platis et al. (in review).

of stability. A variation of e.g. the height interval for
the lapse rate γ or the occurrence of an inversion below
the hub height (cf. Section 4.1.3) changes the results
significantly. A more detailed analysis will be shown in
a following study.

4.1.3 Vertical Structure of wakes

The vertical structure of the atmospheric boundary layer
approaching the wind park has a decisive impact on the
wake forming. Especially the occurrence of temperature
inversions is important. The aircraft data documented
several cases where the inversion was either below, at the
rotor area of the turbines, or above (Siedersleben et al.,
2018b). In each of these cases a different behaviour of
the wake could be observed. The main challenge with
inversions near to or at hub height is that the thermal
stratification of the atmospheric boundary layer and the
respective level of turbulence are different below and
above the inversion. This makes it very difficult to assign
a specific thermal stratification to an observed wake de-
velopment. An inversion below the rotor area decouples
the wake development from the state of the sea surface.
An inversion above the rotor area prevents the wake
from spreading into higher parts of the boundary layer.
Inversions are quite common above the North Sea, es-
pecially if the flow comes from land upstream. Internal
boundaries form when the flow transits across the shore-
line from land to water (see, e.g., Smedman et al., 1997).

Figure 5: Scatter plots of the wake length versus lapse rate γ =
Δθv
Δz obtained from the flight measurement. The according wind

park is colour coded. Wakes were measured downstream of the
wind parks Amrumbank West (AW), Nordsee Ost (NO), Meerwind
Süd/Ost (MSO), Godewind (GO). Cluster implies that only one sin-
gle wake was identified downstream of the wind park cluster consist-
ing of the wind parks AW, NO and MSO. The regression lines (Reg.)
are color coded with respect to the color of the respective wind farm
cluster. The regression line is plotted is blue for the wind farm GO
green and for the AW. In the case the wake length exceeds the cover-
age of the flown meander pattern (cf. Figure 4), the non-filled marker
is used for the minimum measured wake length.

Given the distance of the North Sea wind parks from the
coast the top of this internal boundary layer is very of-
ten found in the height range of the rotor area (Lampert
et al., 2020). There are not only newly-formed inversions
at the top of internal boundary layers but also inver-
sions advected from the land upstream where they had
formed due to radiative cooling in the nocturnal bound-
ary layer. If these cold near-surface layers are advected
over warmer sea water, the layer underneath the inver-
sion can be turned into a neutral or even slightly un-
stable layer while the stratification above the inversion
remains more or less unchanged. The propagation con-
ditions for wind park wakes may be further complicated
by jet-like wind maxima at the top or just above the in-
ternal boundary layer (see, e.g. Smedman et al., 1996).
The variety of different vertical profiles of potential tem-
perature and wind speed from 26 aircraft operations in
WIPAFF is documented in Siedersleben et al. (2018b);
Lampert et al. (2020) while a case study from one flight
is presented in Siedersleben et al. (2018a). It is not
only the propagation of the wake which is determined
by the vertical structure of the air approaching the wind
parks but the vertical structure also determines whether
the air at hub height behind the wind park is warmer
or cooler than before. Figure 6 shows a schematic of
this dependence. An inversion in the upper part or just
above the rotor area associated with turbulent vertical
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Figure 6: Schematic of stability-dependent temperature change at hub height in wind park wakes (left: warming, right: cooling). Bold
vertical line: rotor disk, cone-like structure: wake, black vertical profile: initial temperature profile, red and blue curves: temperature profiles
modified by the wake. (From Siedersleben et al., 2018b)

mixing within the wake results in a warming of the air
at that height. In contrast, an inversion in the lower part
or just below the rotor area results in a cooling of the
air at that height. In a constantly stable boundary layer
without inversions turbulent mixing within the wake will
lead to warming below hub height and cooling above
hub height. This warming below hub height is similar to
satellite observations of nocturnal surface warming be-
hind onshore wind turbines (see, e.g. Xia et al., 2017 and
references therein). Nevertheless, the observed tempera-
ture changes are merely a vertical re-distribution of heat
by the additional turbulence in the wake.

4.1.4 Wakes covered by mesoscale and industrial
models

The numerous observations of wakes allowed the evalu-
ation of wake simulations. Within the WIPAFF project,
two kind of simulations were evaluated. First of all,
mesoscale simulations using WRF and the wind park
parameterization of Fitch et al. (2012) were compared
against the airborne observations. Secondly, we tested
the ability of commonly used industrial models to cap-
ture wakes of large offshore wind parks during stable
conditions. In this overview paper we focus on obser-
vations covering simulations of a wake event observed
on 10 September 2016 during atmospheric stable condi-
tions and moderate wind speed of around 8.5 m s−1.

The WRF simulations captured the horizontal dimen-
sions of the wake but overestimated the vertical extent
(Siedersleben et al., 2018a). The wake observed on
10 September 2016 extended more than 45 km down-
wind of the wind park Amrumbank West, agreeing with
the simulations Platis et al., 2018. However, the vertical
extent of the wake was overestimated in the simulations.
For example, a wind deficit in the order of 5 %–10 %
was observed 5 km downwind of the last turbines of
Amrumbank West at 200 m above MSL. In contrast, a
wind deficit on the order of 20 % and 15 % was simu-
lated (not shown).

The simulated wind speed upwind of the wind parks
was 1.5 m s−1–2 m s−1 too low Siedersleben et al.,
2018a. Consequently, the wind speed within the wake of

Figure 7: Wind speed reduction relative to free wind speed (10 m/s)
in the wake of the wind park cluster Amrumbank/North Sea Ost/
Meerwind on 10 September 2016. Shown are the flight data (black
dots with error bars), the WRF simulation (blue dashed line), as well
as two wake simulated with WindFarmer: default settings (orange
solid line) and adjusted settings (blue solid line) the diamonds cor-
respond to the original measurements used to calibrate the default
WindFarmer set-up DNV-GL, 2013b.

the simulations was underestimated as well (Figure 7).
Aircraft vertical profiles of the atmosphere obtained by
climb flights revealed that the simulated stratification of
the atmosphere was too unstable at the transition area
from land to open ocean. Therefore, we suggest that the
overestimated vertical extent of the simulated wake is
rooted in a wrongly simulated stratification of the atmo-
sphere.

To compare the WRF simulation and the industrial
model (WindFarmer Version 5.2.11 was used within the
project) with the flight measurements, a methodology
similar to that described in Cañadillas et al. (2020)
was used to extract the minimum value of the wind
speed along the wake centerline. Layouts and turbine
types were chosen identical to those used in the WRF
simulation. In WindFarmer, the model options “modi-
fied PARK” and “IBL” (internal boundary layer) were
selected. This combination is based on the best repre-
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sentation of the park effects in offshore wind parks and
clusters to determine park yields. While the wind speed
deficit in the modified PARK and Eddy Viscosity mod-
els decreases with increasing turbine spacing, this is not
the case in the IBL implementation, which is of course
unphysical. The recovery of the wind velocity deficit
from the IBL model was therefore realized by an ad-
ditional function (so-called “wake recovery function”).
Downstream of the wind farm, the wind speed recov-
ery is modelled explicitly as a power function DNV-GL,
2013a

UR(x) = 1 −
(
1 − U

U∞

)
0.5

(
x−xstart
x50 %

)
, (4.3)

where xstart is the downstream distance specifying the
start of the power function, and x50 % is the location
where the wind speed recovery UR has recovered to half
its initial value.

The standard parameterization of the wake recovery
function starts at xstart = 60D (D is the rotor diame-
ter; here D = 120 m) behind the turbine and after an-
other x50 % = 40D has reduced half of the wind speed
deficit. These values were derived by WindFarmer from
mast measurements at the lee side of the Danish wind
parks “Horns Rev” and “Nysted”. With this parameter-
ization the wake curve (orange solid line) is obtained
by DNV-GL, 2013b, which is shown in Figure 7. Ap-
parently the wind speed recovers much faster with this
parameterization than measured by the research aircraft
on 10 September 2016.

A more detailed analysis shows that the measuring
masts at “Horns Rev” and “Nysted” are each installed
east of the parks, so that the park wake there can only be
determined with westerly winds. It is known from sta-
bility studies conducted at the offshore mast FINO1 that
neutral to stable stability conditions dominate in west-
erly winds (Emeis et al., 2016). Probably the parameters
for the wake recovery function in WindFarmer were de-
termined on the basis of neutral to unstable stratifica-
tions. By contrast, neutral to slightly stable conditions
prevailed on 10 September 2016.

It is known from the observations in WIPAFF
(Cañadillas et al., 2020) and from the analytical wake
model of Section 4.1.5, that considerably larger wake
lengths result with stable atmospheric stratification com-
pared to neutral and unstable stratification. This sup-
ports the assumption that the wake length differences
between the measurements and the standard parameteri-
zation in WindFarmer are mainly due to an incorrect ac-
counting of stability effects in the default set-up of Wind
Farmer. However, the measurements can be well repro-
duced by a different parameterization (start of wake re-
covery at 200D, 50 % recovery after another 200D) for
distances beyond 22 km from the wind park cluster (Fig-
ure 7). For further discussions, please refer to Cañadil-
las et al. (2020).

4.1.5 Wake Decay Formula

Besides the numerical models, a simple analytical model
approach to determine the wake length and wind speed
recovery was validated based on the flight data collected
during WIPAFF Platis et al., in review. The analysis of
several different case studies (Figure 8) suggests that the
recovery in terms of the wind speed ratio (wake wind
speed to undisturbed wind speed at hub height) can be
characterized by an exponential function as expected
from the analytical model described in Emeis (2010);
Emeis (2018).

The advantage of the model is that the spatial behav-
ior of the reduced wind speed ur(x) in the wake at the
downstream distance x is described in a single equation.
It solely depends on the initial wind speed deficit ur0
directly downstream of the wind farm and the wake re-
covery rate α.

ur(x) = uf + (ur0 − uf ) exp(−αx) (4.4)

where uf is the undisturbed (free) wind speed (outside
the wake) at hub height. The wake recovery rate α is

α =
Km

(Δz)2
, (4.5)

where Km is the momentum exchange coefficient. The
height z = h + Δz describes the height where the undis-
turbed wind speed is reached above the wind farm.

By testing the analytical model against the air-
borne data set, we showed in Platis et al. (in review);
Cañadillas et al. (2020) that the analytical model per-
forms very well as a first-order approximation. This
strengthens the hypothesis that the vertical downward
momentum flux is the dominating factor for the wake
recovery. Best agreement of the exponential wake re-
covery curve with the observations was achieved for the
case study for Flight 31 (Figure 4). The wind data was
extracted based on the method described in Platis et al.
(in review) and plotted in Figure 8, showing the relative
wind speeds between the wind speed in the wake and
the undisturbed speed behind several wind farms dur-
ing which stable and homogeneous conditions prevailed.
Further results are discussed in detail in Platis et al. (in
review); Cañadillas et al. (2020).

A drawback of the analytical model is the determi-
nation of the separation height between the hub height
and the undisturbed flow above the wind park which
must be specified in order to determine the decay co-
efficient in the exponential wake recovery relation as al-
ready noted by Peña and Rathmann (2014). It is also
expected, that Δz might not be constant along the wake.
Further, the impact of the park layout on the intensity
and length of the wake is only covered by the analyti-
cal model through the initial deficit. Apart from that, the
decay coefficient in the analytical model does not de-
pend on the turbine-induced turbulence left over from
the wind park, but only on the upstream conditions. As
expected by Porté-Agel et al. (2020) a modification of
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Figure 8: Wind speed ratio Rr = ur
u f

between the wind speed in-
side (ur) and outside the wake (uun) of flight 31 on August 8, 2017.
Dots indicate the measured ratios Rr = ur

uun
and the line the exponen-

tial fit according to the analytical model. Blue indicates the wind
speed analysis in the wake downstream of the wind farm Meer-
wind Süd/Ost (MSO), red Nordsee Ost (NO) and yellow Amrum-
bank West (AW). Adapted from Platis et al. (in review)

the atmospheric stability (e.g u∗) by forming a farm-
induced internal boundary layer (IBL) is likely and has
to be considered in further editions of this model.

4.1.6 Wakes change the sea surface

Wakes downstream wind parks are visually detectable
on SAR images and usually characterized by dark
streaks in line with wind direction (Figure 2). However,
some images show brighter areas (increase of NRCS
and thus wind speed) within the first 10 km downstream
the wind parks. An example of an increase of NRCS
downstream of the wind park is shown on Figure 9
acquired on 18 June, 2017 at 05:48 UTC during sta-
ble stratification (air temperature is 16 °C, while SST
is 15.4 °C). This leads to an inferred increase of wind
speed in Figure 9b, which is an unusual behavior. The
mechanism of this behaviour is unknown. Nevertheless,
a theoretical model was proposed in Djath et al. (2018),
which tried to explain this atypical observation by an in-
creased downward momentum flux associated with in-
creased turbulence generated by the wind park. Indeed,
the turbulence, which is generated mechanically by the
wind turbines, leads to an increase of friction velocity
and radar cross section. The turbulence slowly dissipates
downstream and after some distance the downward mo-
mentum flux is not effective any more. Mechanisms of
this kind can be expected to be most effective in at-
mospheric stable stratification with strong vertical wind
speed gradients. The SAR observations are confirmed
by airborne laser scanner observations: Within the wake,

a)

b)

Figure 9: Normalised radar cross section (a) associated with sea
surface roughness as derived from a Sentinel-1B image acquired on
18 June 2017 at 05:48 UTC (Copernicus Sentinel data [2007]) and
derived near surface wind speed (b) showing an increase of NRCS
and wind speed within the first 10 km downstream Sandbank (wind
park on the left) and DanTysk (wind park on the right) wind parks.
The red arrow indicates the wind direction.

the reflectance is significantly enhanced (Figure 10c).
An explanation is the flatter surface, which reflects back
more energy of individual laser pulses, as they are only
little scattered. Further, the number of returned pulses
is reduced. A smoother surface reflects the laser pulses
more directed, reducing the probability of receiving a
reflected laser pulse.

4.2 On hypothesis 2: Wakes and increased
turbulence

4.2.1 Turbulence in the wake

The reduction of the wind speed by wind turbines leads
to an area of low wind speed which can generate large
horizontal shear at the boundary between the undis-
turbed wind field and the wake. For flights perpendic-
ular to the wake at hub height, the measurements show
strongly enhanced turbulence parameters at the edges of
the wakes. For pronounced far-reaching wakes, the tur-
bulent kinetic energy (TKE) at the edges od the wake is
still at the same level several 10 km behind the wind park
(Figure 10b). During the airborne measurements, the en-
hanced aircraft vibrations during entering and leaving
the wake were noticeable to the crew. Turbulence was
found to be particularly enhanced for high wind speed
gradients between the wake and the undisturbed flow



366 A. Platis et al.: Results of the project WIPAFF Meteorol. Z. (Contrib. Atm. Sci.)
29, 2020

Figure 10: Measurements of wind speed (a), turbulent kinetic energy (b) and surface reflectance (c) downwind of the wind parks
Amrumbank West, Nordsee Ost and Meerwind Süd/Ost. The measurement flight took place on 10 September 2016. Adapted from Platis
et al. (2018).

(Figure 10a, b), and for denser wind park geometries.
In contrast, within the wake, turbulent kinetic energy
is reduced even compared to the undisturbed flow (Fig-
ure 10b).

As any change in wind field at the turbine level
affects also the sea surface, SAR is capable of detecting
the horizontal shear on the edge of the wake through
the roughness as well. Figure 9a shows an example
of the roughness by the indication of the Normalized
Radar Cross Section (NRCS), obtained by Sentinel-1A
on June 18, 2017 at 05:48 UTC during stable conditions
(air temperature at 50 m was 16 °C and 15.4 °C for the
sea surface temperature). Strong increases of NRCS and
friction velocity can be seen at the boundaries of wakes
downstream wind parks at the northern edge of the two
wind parks.

Similarly, the derived wind speed at 10 m alti-
tude (Figure 9b) using the geophysical model function
CMOD5N GMF (Hersbach et al., 2007; Verhoef et al.,
2008) tuned for C-band displays an increase of ampli-
tude at the edge. These features can be explained by
the considerable horizontal shear that exists between the
wind field inside the wake and outside the wake. This
shear leads to an increase in turbulence, which is also
captured in numerical model simulations (Abkar and
Porté-Agel, 2015a). The higher turbulence levels at
the boundaries of wakes have also been confirmed by
airborne lidar surface roughness measurements (Platis
et al., 2018), see Figure 10. This turbulence then causes
an increase in the downward momentum flux, which can

explain a growth of the friction velocity and hence the
radar cross section. This effect can be expected to be
particularly effective in stable situations with strong ver-
tical wind speed gradients. These are actually the con-
ditions where wakes are most visible on SAR images.
A semi-empirical model to describe the effect of in-
creased downward momentum flux associated with tur-
bulence on surface roughness measured by SAR is given
in Djath et al. (2018).

4.2.2 TKE above the wind park

The mixing above offshore wind parks determines the
wake recovery as pointed out in Emeis (2010). Conse-
quently, mesoscale WPPs should represent the enhanced
mixing above offshore wind parks to capture the cor-
rect wake extent. In Siedersleben et al. (2020) we pre-
sented three aircraft case studies, where the TKE above
the wind parks Godewind and neighbouring wind parks
Nordsee Ost and Meerwind Süd/Ost was measured and
compared to mesoscale simulations.

The most important ingredient for capturing the TKE
above offshore wind parks with WPPs are correctly
simulated upwind conditions. The WPP of Fitch et al.
(2012) captured the enhanced TKE above the wind parks
Godewind 1, 2 during onshore winds. In contrast, the
model overstimated the TKE above the wind parks dur-
ing offshore winds. By the use of vertical profiles taken
by the aircraft close to the coast, we showed that the
boundary layer parameterization (MYNN 2.5, Naka-
nishi and Niino, 2004) was not able to represent the
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transition from land to open ocean close to the coast in
case of offshore winds. Hence, we suggest the devia-
tion of the simulated and observed TKE above offshore
wind parks is largely rooted in the deviation of the sim-
ulated and observed upwind conditions. These results
agree with the findings in Siedersleben et al. (2018a)
(Section 4.1.4) where the overestimated extent of the
wake was related to deviations between the simulated
and observed stratification of the atmosphere.

We recommend using the TKE source of the WPP of
Fitch et al. (2012) for offshore wind park simulations
during stable conditions, especially for simulations hav-
ing a horizontal grid coarser or equal to 5 km. For ex-
ample, simulations with a horizontal grid size of 16 km
did not capture the enhanced mixing over the wind parks
although the WPP of Fitch et al. (2012) adds additonal
TKE to the model to account for the not resolved shear
within the simulations.

The WPP of Fitch et al. (2012) adds too much TKE
at the upwind side of a wind park. During two case
studies it was observed that TKE above the wind parks
increased with the path of the air through the wind park
resulting in a higher TKE at the downwind side of a
wind park than on the upwind side. In contrast, the WPP
simulated the highest TKE at the upwind side of the
wind park associated with the highest wind speeds and
wind park density at the front row turbines. On the other
hand, the wind speed deficit is underestimated with a
disabled TKE source. Therefore, we suggest to use the
TKE source for stable conditions (Siedersleben et al.,
2020) although the TKE at the upwind side of the wind
park might be overestimated.

4.2.3 Wave-number spectrum vs. stability

Wave-number spectra were computed from the 10 m-
wind speed derived from the SAR dataset taking into ac-
count the stability conditions based on the thermal strat-
ification from the FINO1 data. The spectral analysis is
performed for the period September 2016 to May 2017
and considered stable and unstable stratification cases.
The results for all stability cases are shown in Figure 11.
Each spectrum represents the average over the consid-
ered period. Although their spectral forms appear to be
different at high wavenumber, the shapes look quite sim-
ilar in general at low wavenumber. The slope is quite
close to the k−5/3 power law (Pond et al., 1966; Kaimal
et al., 1972; Nicholls and Readings, 1981; Chin et al.,
1998; Wikle et al., 1999; Cho et al., 1999b; Cho et al.,
1999a; Högström et al., 2002; Tulloch and Smith,
2009; Xu et al., 2011).

The change in stability does not affect the spectral
slope in general, but rather modifies the amplitude of
spectral power. The spectral power for unstable condi-
tions (green curve in Figure 11) is indeed higher than the
spectral power of stable conditions (black in Figure 11).
This analysis is in agreement with the previous works
(Kaimal et al., 1972; Nicholls and Readings, 1981;
Djath and Schulz-Stellenfleth, 2020).

Figure 11: Wavenumber spectra computed from near-surface wind
fields derived from Copernicus Sentinel-1 data. “STA” stands for
stable cases (black curve) and “NOSTA” for unstable cases (green
curve).

The high spectral power associated with the unstable
stratification confirms that the unstable flows are more
turbulent than stable flows. Within the wind park wake
context, the generation of turbulence increases mixing
and therefore dampens the wake, which lead to having
no or short wakes during unstable conditions, while long
wakes are pronounced for stable stratification (Chris-
tiansen and Hasager, 2005; Djath et al., 2018).

4.2.4 Anisotropy spectra aligned wind direction

2D wind spectra were also computed from the mean
normalised wind speed (Figure 12). As the stable atmo-
spheric boundary layers are favorable conditions, where
wakes are most pronounced, the spectrum is estimated
by averaging over the spectra of SAR derived wind fields
for stable cases as derived from FINO1. The spectrum
is oriented with the wind direction along the horizon-
tal axis. It is interesting to note, that the isolines are
bunched in the wind direction, at least for wave lengths
shorter than about 10 km. This is equivalent to the occur-
rence of wind field structures, which are aligned in wind
direction. For instance, the atmospheric boundary rolls
are aligned with wind direction and are used to estimate
the wind direction on SAR images (Koch, 2004).

4.3 On hypothesis 3: Impact on other wind
parks downstream

The impact of far wakes on the environment and on
other wind parks depends on the wake length and on the
shape of the wind speed recovery within the wakes. In
Cañadillas et al. (2020) data from 11 flight measure-
ments collected within the wakes at several downstream
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Figure 12: Mean 2D wind modulation spectrum estimated from
SAR derived normalised wind field spectra.

distances of two offshore wind park clusters were ana-
lyzed.

A method was developed to extract the wake recov-
ery function of each measurement flight and a median
value was computed for each stable and neutral/unstable
atmospheric conditions group. It allowed to calibrate
the engineering model WindFarmer used in WIPAFF
project. For further details please refer to Cañadillas
et al. (2020).

The findings from this study support the results in
Section 4.1.1–4.1.2 that stable stratifications is associ-
ated with significantly longer wakes characterized by a
slower wind speed recovery compared to unstable con-
ditions. The results show that the average wake length
under stable conditions exceeds 50 km, while under neu-
tral/unstable conditions, the wake length typically ex-
tends to 15 km similar to the results presented in Sec-
tion 4.1.2. The default settings of the engineering model
WindFarmer have to be modified to account for a slower
wind speed recovery in stable stratification, as the ob-
served length of wakes under these conditions highly
exceeds the wake length arising from the default settings
(see Figure 7).

The examination of the effect of the modified recov-
ery on the park efficiency of an isolated downstream
wind farm cluster reveals that, for distances > 30 km, the
calculated reduction of the wind park efficiency does not
exceed 0.5 %. This is considered to be a lower limit of
the actual economic effect, as distances between most
wind park clusters in the German exclusive economic
zone (EEZ) and other offshore regions are < 30 km.
However, modelling wakes at distances < 30 km down-
stream requires modification of not only the stability be-
haviour of the wind speed recovery, but also of the direct
wake and IBL models.

4.3.1 Influence of park architecture

The effect of wind park architecture was estimated when
distinct wakes were visible downstream of single wind
parks within the same atmospheric conditions. As pre-
sented in Platis et al., in review this was the case for the
Flights 25, 30 and 31 within the WIPAFF project. Here,
a distinct example is shown in Figure 4 for the case study
Flight 31. The wakes of the two adjacent parks Meer-
wind Süd/Ost (MSO) and Nordsee Ost (NO) are simi-
lar in their length (15 to 21 km). However, they differ
in the initial wind speed deficit, i.e. 29 % for MSO and
19 % for NO. The wake of the very dense wind park AW
is significantly longer at 38 km with initial wind deficit
of 28 %. Other case studies showed similar observations
in Platis et al., in review. As a consequence, it can be
concluded that a clear influence of the park layout is evi-
dent and longer wakes appeared with a denser alignment
of wind turbines in contrast to a low-density wind park.
Therefore, to minimize the impact of downstream in-
stallations a less narrow alignment of the wind turbines
could be considered in future offshore wind park plan-
ning.

4.4 On hypothesis 4: Impact of wind-park
wakes on local climate and surface fluxes

Given the warming and cooling in the rotor layer associ-
ated with the enhanced vertical mixing at the rotor area
(Section 4.1.3) the question arises whether wind parks
can alter local climate.

A change in local climate would be equal to a change
in the energy budget of the atmosphere. According to
Trenberth et al. (2001) and Porter et al. (2011) a
change in the energy budget of the atmosphere is associ-
ated with a change in radiation budget and/or in the tur-
bulent surface fluxes. Hence, it is relevant whether the
temperature and moisture changes at hub height as in-
vestigated in Siedersleben et al. (2018b) are associated
with temperature and moisture changes at the surface
that in turn could enhance the turbulent fluxes at the sur-
face resulting in a change of the energy budget of the at-
mosphere. Temperature and moisture changes were well
observed on 10 September 2016, hence, we investigated
the potential impact of all planned and existing offshore
wind parks in the German Bight on the turbulent sur-
face fluxes (i.e. sensible and latent heat flux) by the use
of WRF simulations. The locations of the planned wind
parks follow plans of the Bundesamts für Seeschifffahrt
und Hydrographie (BSH) published in 2015 (Figure 13).
Although such a numerical simulation can not give a an-
swer on whether offshore wind farms have an impact
on the local climate or not, we can still determine the
maximal impact of offshore wind farms on the bound-
ary layer by simulating a day, that was characterised by
large wakes in the German Bight. Based on these re-
sults further studies should be conducted, investigating
the impact of offshore wind farms on the local climate.
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Figure 13: The impact of all potentially planned offshore wind parks at the North Sea for the meteorological situation 10 September 2016
averaged from 08:00 UTC to 09:00 UTC. Shown is the difference at hub height of (a) potential temperature, (b) water vapor mixing ratio and
(e) wind speed between a simulation with wind parks (WF) and a simulation with no wind parks (NWF). The resulting changes of sensible
heat flux (sh) and latent heat flux (lh) are shown in (c) and (d). The sum of differences in sensible and latent heat flux is shown in (f). The
gray shading depicts areas where the SST is higher than the air temperature. Taken from Siedersleben (2019).
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Although some wind parks in the simulations are
much bigger than already existing wind parks in the Ger-
man Bight, the impact on temperature and water vapor
at hub height is not larger than observed on 10 Septem-
ber 2016 (Figure 13a–b). For example, the simulations
suggest a warming and a drying at hub height in the or-
der of 0.5 K and 0.5 g kg−1 downwind of the large off-
shore wind park cluster located in the west of the do-
main. For comparison, the already existing wind parks
around Amrumbank West cause a similar warming sig-
nal at hub height.

The warming induced by the wind parks in the rotor
area is partly associated with a decreased sensible heat
flux at the surface (Figure 13c). Two different processes
drive the reduction of the sensible heat flux rooted in the
different temperature gradients between the SST and the
lowest model level located at 17 m AMSL (Figure 14).
On 10 September 2016 we encountered areas with a
lower air temperature than SST (i.e. gray shaded area
in Figure 13, Siedersleben, 2019). During non-waked
conditions the sensible heat flux is orientated towards
the atmosphere in these regions, resulting in a warm-
ing of the lower atmosphere (Figure 14a). According to
aircraft measurements recorded on 10 September 2016,
the warming induced by the wind turbines was also ef-
fective at 60 m AMSL (see Figure 4a in Siedersleben
et al., 2018b). The simulations indicate that the warm-
ing at the rotor area even spread down to the ocean’s
surface. Consequently, a higher surface temperature re-
sults in a reduction of the temperature gradient between
air temperature and SST that in turn weakens the sen-
sible heat flux towards the atmosphere as it is schemat-
ically sketched in Figure 14a). In contrast, the sensible
heat flux is orientated towards the ocean in case of a
lower SST than air temperature (not gray shaded area
in Figure 13) during non-waked conditions. However, a
warming at the ocean’s surface results in an increased
temperature gradient between air temperature and SST,
resulting in an larger sensible heat flux pointing towards
the ocean (Figure 14b). Therefore, the net effect of the
warming at the surface is an increased sensible heat flux
towards the ocean (Figure 14b). However, the changes
in the sensible heat flux are not larger than 3 W m−2.

The impact of offshore wind parks on the latent heat
flux is determined by the temperature gradient between
SST and the temperature at the lowest model level (Fig-
ure 13d). In areas with a higher SST than air temperature
the simulated latent heat flux is decreased. In contrast,
the latent heat flux is increased in areas with a higher
air temperature than SST. As humidity usually has a
strong vertical gradient in the marine boundary layer
(decreasing with height), the latent heat flux is point-
ing upward regardless of the temperature gradient. Ob-
viously, the dryer air within the wakes of larger offshore
wind parks enhances the vertical moisture gradient, that
in turn should enhance the latent heat flux towards the
atmosphere. However, this is only true for areas with a
higher air temperature than SST (Figure 13d). In con-
trast, in regions with a lower SST than air temperature,

Figure 14: Schematic sketch of impact of offshore wind parks on the
sensible heat flux in case of (a) a SST higher than the air temperature
and (b) vice versa. WF is a wind park simulation with the wind farm
parameterization turned on, while NWF has the parameterization
switched off. Taken from Siedersleben (2019).

we observe a decreased latent heat flux (purple contours
in Figure 13e), although the latent heat flux is supposed
to increased due to dryer air within the wake. Hence,
we suggest, that the weakening of the temperature gra-
dient between SST and air temperature mainly drives the
changes in the latent heat flux.

The overall change in the surface fluxes is driven by
the changes in the latent heat flux (Figure 13f), in case
of inversions close to the rotor height. As the impact
on 10 September 2016 on the latent heat flux is almost
twice as much than the changes in the sensible heat flux
the net impact on the surface fluxes is dominated by the
changes in latent heat flux. As the changes in the latent
heat flux are determined by the temperature gradient
between the lowest model level and SST, so is the overall
impact: A cooling effect is present in areas with a higher
air temperature than SST and vice versa. However, we
only observed a change in the latent heat flux associated
with the existence of an inversion close to rotor height
Siedersleben et al., 2018b. Hence, the latent heat flux
only dominates the overall impact in case of an inversion
close to the rotor area otherwise only the sensible heat
flux is affected.

The effects discussed above were observed in six of
our flights, nevertheless for a sound climatology reliable
conclusion, further studies are mandatory.

5 Conclusion/Outlook

A unique dataset from airborne in situ data, remote
sensing by laser scanner and SAR gained during the
WIPAFF project proves that wakes up to several tens
of kilometers exist downstream of offshore wind farms.
The wind speed deficits in the wakes and their length
tend to be larger in stable than in unstable conditions.
The results show that the average wake lengths un-
der stable conditions exceed 50 km, while under neu-
tral/unstable conditions, the wake length amounts to
15 km or less. Data also indicates that a denser wind
park layout increases the wake length additionally due
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to a higher initial wind speed deficit. Turbulence occurs
at the edges of the wakes due to shear between the re-
duced wind speed inside the wake and the undisturbed
flow. The intensity depends on the strength of the wind
speed gradient and is further enhanced for denser wind
park geometries. In contrast, within the wake, turbulent
kinetic energy is reduced even compared to the undis-
turbed flow.

The observational data of the WIPAFF project was
further compared to industrial, analytical and mesoscale
models. The respective models show in general a good
correlation with the measured wake lengths, neverthe-
less, they also show deficiencies:

• As a first order approximation the analytical model
seems to work well, however it has to be optimized
to be able to account for the park layout and turbine
turbine-induced turbulence left over from the wind
park. This has to be improved in the future.

• The engineering model WindFarmer underestimates
the wake length during stable conditions when using
the default settings. Therefore, default settings of the
engineering model WindFarmer have been modified
to account for a slower wind speed recovery in stable
stratification (Cañadillas et al., 2020).

• The mesoscale WRF model enables the simulation of
a complete area like the German Bight. However, the
results of the simulations show that the WRF model
is highly sensitive to the upwind conditions. During
offshore winds (advecting warm air over the ocean)
strong inversions developed at rotor height that are
challenging for a mesoscale model. Hence, the up-
stream wind speed was sometimes underestimated
due to a wrongly predicted stratification in the model.

To accomplish accurate predictions of the wind en-
ergy production by numerical models, further effects
have to be taken into account, e.g. the blockage effects
of wind parks or how the state of the operation of wind
parks influences the wakes, which requires the analysis
of operational data. As such data was not available in
the WIPAFF project, this is a topic of future research
and implementation in numerical models.

Besides the wake effects, the influence of offshore
wind parks on the marine bounadry layer was investi-
gated by using the airborne observations and the WRF
model. The impact on the marine boundary layer de-
pends on several parameters. First of all, wind parks can
cause a warming or a cooling at hub height during sta-
ble conditions as discussed in Section 4.1.3. However,
the inversion can also be located such that a cooling at
the ocean’s surface takes place, although we only pre-
sented here a warming case. Secondly, only in case of a
pronounced inversion close to hub height we simulated
and observed a change in the water vapor mixng ratio
corresponding to changes in latent heat flux. Thirdly, the
net impact on the latent heat flux was determined by the
temperature gradient between SST and the ambient air
temperature.

Several potential impacts of offshore wind parks on
the marine boundary layer were not discussed in this
study i.e the formation of clouds. Huang and Hall
(2015) and Boettcher et al. (2015) showed that large
offshore wind park could have an influence on the cloud
cover. Consequently, wind parks could have an influence
on the radiation budget as well. These aspects were not
presented as we could not identify a clear impact of
offshore wind parks on the cloud cover or any radiation
budget due to lacking equipment.

Given the high sensitivity of the simulated impacts of
offshore wind farms, studies making general statements
about the impacts of offshore wind farms based on nu-
merical climate or mesoscale models should be carefully
examined. As discussed above, simulated impact on the
local climate is extremely sensible to the simulated sta-
bility in the lowest 200 m of the marine boundary layer.
Within the WIPAFF project we showed that mesoscale
simulations were lacking to represent the stable bound-
ary layer during offshore winds close to the coast, al-
though most wind parks are in the transition area from
coast to open sea and their impact is largest during stable
conditions (Siedersleben et al., 2018b).

The above documented results may have several con-
sequences.

5.1 Wind direction-based layout of wind parks

Analysis of data from FINO1 for the year 2005 shows
a clear correlation between wind direction and atmo-
spheric stratification in the North Sea (Emeis et al.,
2016). Stable situations are coupled to the main wind di-
rection (South-West). This direction-stability correlation
is assumed to be typical for the two temperate latitude
west-wind belts on both hemispheres of the globe, be-
cause it is caused by the usual sequence of warm sector
winds having a poleward component followed by cold
sector winds having an equatorward component in east-
ward moving low-pressure systems. The WIPAFF re-
sults clearly documented the dependence of the wake
intensity and wake length on atmospheric stratification.
Therefore, it could be advisable that wind park layout
and park cluster layout take this dependence into ac-
count. Figure 15 shows a possible array of wind parks
in the German Bight which reflects this correlation. Dis-
tances between single turbines within wind parks and
between entire parks are larger along the most frequent
direction of stably stratified flow (from Southwest to
Northeast) and they are shorter along the perpendicular
direction of unstably stratified flow.

5.2 Additional measurement requirements
and stability measures for the marine BL

For future estimations of wind park power output and for
improving analyses of offshore wind park wakes, a cru-
cial parameter was found to be profiles of temperature
and the stability parameter. Temperature inversions oc-
cur at different altitudes above, below and within the ro-
tor area. A near-surface, predominantly convective layer
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Figure 15: Schematic of stability-dependent wind park layout in
the German Bight. Crosses denote single wind turbines and boxes
indicate wind parks. North is towards the top. (Adapted from Emeis
et al., 2016)

may be present and an inversion with more stable condi-
tions may be found aloft. Therefore, a simple approach
for defining stability, e.g. the temperature difference be-
tween the sea surface and the atmosphere at one partic-
ular altitude, is not suitable for describing stability con-
ditions and wake development. In addition, other stabil-
ity parameters are partly inconsistent with each other.
Therefore, defining stability measures for the marine
boundary layers which can be representative for atmo-
spheric stability for an offshore wind park and the evo-
lution of wind park wakes is a very crucial task for the
future.

Moreover, the representation of temperature profiles
in numerical simulations and the deduced stability need
higher accuracy and improvement. The comparison of
the airborne observations and WRF simulations show
potential for improving the representation of coastal ef-
fects, where temperature profiles develop from the coast
to the wind parks. For example, from the simulations
of 15 October 2017 two profiles are compared to the
simulations, one close to the coast, one further offshore
(Figure 16). Close to the coast the simulation and ob-
servation show an inversion. However, the inversion of
the simulation is located above the rotor area, whereby
the inversion in the observations is located within the ro-
tor area. Further offshore, the performance of the model
improves slightly. Nevertheless, the height of the inver-
sion is still overestimated by 150 m. The numerical sim-
ulations where performed with the setup as described in
Siedersleben et al. (2018a). As the development of the
stability for the flow above the coast strongly influences
the wake extent, an improvement of the simulations is

required for correctly representing the inflow conditions
reaching the wind park. The availability of additional
measurements of temperature profiles at a coastal and at
an offshore locations could serve as reference and would
contribute to a better understanding of the processes in
the atmospheric boundary layer and the interaction with
wind parks and lead to improvement of numerical simu-
lations.

5.3 Impact on cloud development

On three out of 41 measurement flights, the formation of
small patches of clouds directly above the wind park was
observed. The cloud patches were transported down-
wind. No such clouds were observed in the lee and next
to the wind park. Cloud formation was observed on days
with relative humidity close to saturation, and slightly
stable conditions. The documentation of the clouds was
attempted by photographing. However, the image qual-
ity was hampered by other cloud layers above. The sen-
sors on board were not suitable for systematic analy-
ses of the phenomenon and its importance. This should
be addressed in future research in combination with the
analysis of downward heat and humidity fluxes above
wind parks.

5.4 Future SAR data evaluation

About one third of the SAR scenes with visible wake
structures show increased radar cross section values for
roughly the first 10 km of the wake downstream the wind
park. There are several approaches to explain this phe-
nomenon, which seems to be a paradox at first sight. One
possible explanation proposed in Djath et al. (2018) is
based on the hypothesis of increased downward momen-
tum fluxes caused by turbulence introduced by the wind
turbines. Making this assumption, SAR data would pro-
vide very valuable information on the advection and dis-
sipation of turbulence in the vicinity of offshore wind
parks. However, observational evidence is missing to
confirm or refute this or a number of other possible
mechanisms to explain the effect. Measurements are a
challenge in this context, because the sea surface rough-
ness measured by the radar is strongly dependent on the
detailed structured of the atmospheric boundary layer
close to the water. New measurement technologies and
sampling approaches are currently investigated to obtain
more information on this important region. These activ-
ities are not only of high value to improve our under-
standing of the atmospheric processes around offshore
wind parks, but are of more general relevance in the con-
text of atmosphere/ocean interaction, which is a field of
intense research worldwide.

A topic that is directly related to the phenomenon
just described, is the derivation of wind speed informa-
tion above the sea surface from microwave radar data.
Radar measurements have a direct physical connection
to the friction velocity at the surface, but wind speeds
at higher levels depend on the stability conditions in
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Figure 16: Vertical profiles of wind speed (a), potential temperature (b) and water vapour mixing ratio (c) obtained by probing the
atmosphere with the research aircraft on 15 October 2017 close to the coast (magenta solid lines) and further offshore (black solid lines).
The corresponding locations of the vertical profiles are shown in detail in Figure 1. The interpolated WRF data along the climb flights is
shown with the solid lines having the circles on top, whereby each circle represents a vertical level of the simulation.

the boundary layer, which are usually not well known.
The empirical functions used for SAR wind speed re-
trieval so far were usually derived based on observation
data sets taken in the open ocean, making very simplify-
ing assumptions about the conditions in the atmosphere.
This is another area of research, where more sophisti-
cated measurements of the atmospheric boundary layer
in near coastal areas could help to optimise the exploita-
tion of SAR information for offshore wind park applica-
tions. This issue is also related to the more general ques-
tion about the optimal integration of satellite, in situ and
model data to provide efficient information products to
the offshore wind park community.
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Abstract: Offshore wind farm cluster effects between neighboring wind farms increase 

rapidly with the large-scale deployment of offshore wind turbines. The wind farm wakes 

observed from Synthetic Aperture Radar (SAR) are sometimes visible and atmospheric and 

wake models are here shown to convincingly reproduce the observed very long wind farm 

wakes. The present study mainly focuses on wind farm wake climatology based on Envisat 

ASAR. The available SAR data archive covering the large offshore wind farms at Horns Rev 

has been used for geo-located wind farm wake studies. However, the results are difficult to 

interpret due to mainly three issues: the limited number of samples per wind directional 

sector, the coastal wind speed gradient, and oceanic bathymetry effects in the SAR retrievals. 

A new methodology is developed and presented. This method overcomes effectively the first 

issue and in most cases, but not always, the second. In the new method all wind field maps 

are rotated such that the wind is always coming from the same relative direction. By applying 

the new method to the SAR wind maps, mesoscale and microscale model wake aggregated 

wind-fields results are compared. The SAR-based findings strongly support the model results 

at Horns Rev 1. 
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1. Introduction 

In the Northern European Seas offshore wind farms are planned as clusters. The wind farm wake 

from one wind farm thus has the potential to influence the power production at neighboring wind farms. 

The expected wake loss due to wind farm cluster effects is investigated in the present study. The wind 

farm wake cluster effects are strongly dependent upon the atmospheric conditions. These vary spatially 

and temporally. One remote sensing method for observing ocean surface winds is satellite Synthetic 

Aperture Radar (SAR). The advantage of SAR is that a large area is observed and several wind farms 

are covered. The derived wind map from SAR provides a snapshot of the wind field during a few seconds 

at the time of acquisition. 

In the satellite SAR data archives covering the North Sea, thousands of wind turbines are visible as 

white dots in calm conditions. For low wind speed the backscatter signal over the ocean is low and the 

images appear dark while hard targets such as wind turbines and ships provide high backscatter and the 

objects appear very bright. During windy conditions wind farm wakes are sometimes visible as dark 

elongated areas downwind of a wind farm while the surrounding seas appear brighter. This is a result of 

the differences in wind speed with reduced winds downwind of large operating wind farms. The intensity 

of backscatter of microwave electromagnetic radiation from the ocean surface is a non-linear function 

of the wind speed over the ocean. The physical relationship is due to the capillary and short gravity 

waves formed at the ocean surface by the wind. For higher wind speeds the backscatter is higher. 

Previous wind farm wake studies based on SAR from ERS-1/-2, Envisat, RADARSAT-1/-2, 

TerraSAR-X and airborne SAR show great variability in wind farm wakes [1–4]. This reflects the natural 

variability in atmospheric conditions at the micro- and mesoscale. Wind farm wakes are often not clearly 

visible in the SAR archive data. This may be explained by wind turbines out of operation or presence of 

oceanic features, e.g., bathymetry, currents, surfactants. However, the great variability in the wind field 

is most likely a major cause. 

In order to show that wind farm wakes are detectable from SAR, we present in this study one case 

based on RADARSAT-2 ScanSAR Wide. This scene is a good example where ideal conditions for wake 

analysis occur and the coverage is just right for capturing 10 large offshore wind farms located in the 

southern North Sea. We compare the instantaneous SAR-based wind farm wakes to micro- and 

mesoscale wake model results. 

For the rest of our SAR wind archive, we wish to find out if wakes can be detected even if they are 

not so clearly visible. We first use a simple method which has some disadvantages. Next we apply the 

aggregated method to overcome some of these disadvantages. 

This is the first time that a suitable number of SAR scenes covering several large operating winds 

farms have become available [5]. The present study focuses on the wind farm wake climatology using 

many overlapping SAR scenes. The wide-swath-mode (WSM) products from the Advanced SAR 

(ASAR) on-board Envisat are selected. This data source is sampled routinely so there are many more 

samples but with less spatial detail (original resolution 150 m) than those used in previous studies  
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(of the order 5 to 30 m spatial resolution) where the data are rare and infrequent and only sampled upon 

request [1–4]. It is questionable whether wake effects can be detected from Envisat ASAR WSM data 

as we cannot always visually see the wind farm wakes. However, we hypothesize that the combination 

of many satellite samples will show an aggregated effect of the wind farm wakes on the mean wind 

climate in the area. The SAR-based wind farm wake climatology results therefore can be used to validate 

wake model results. The wind farm wake climatology can be modelled by micro- and mesoscale models 

but perfect agreement cannot be expected between SAR and wake model results. This is due to the 

different nature of data with SAR based on the sea surface while wake models operate around wind 

turbine hub-height. 

The main topic of the study is on the potential of using SAR for characterization of wind flow around 

offshore wind farms. Our mission is to find out how to best utilize SAR for wake mapping. Three modes 

of investigation are considered: (1) Wind flow observed at 10 offshore farms with wind farm wakes 

concurrent in one SAR scene; (2) Wind flow observed at two wind farms concurrent and wind farm 

wakes average value based on 7 to 30 SAR scenes; (3) Wind flow observed at one wind farm at a time 

and the aggregated wind farm wake based on 100 to 800 SAR scenes. Basic information on the three 

modes of investigation is listed in Table 1. The advantages and limitations of each investigation mode 

in regard to wind farm wake model comparison are provided. Selected wake model results are presented 

as demonstration for each of the modes. Presenting the three modes in such an order clearly shows the 

evolution of wake studies using SAR. 

Table 1. SAR source, number of wind farms covered in the method, number of SAR scenes 

used in each method for wake identification based on no averaging, geo-located SAR wind 

field averaging and rotated SAR wind field averaging. The spatial resolution of the wind 

fields are given. The Section in this paper where each mode is presented is also indicated. 

Satellite Data 
Number of 

Wind Farms 
Number of 
SAR Scenes 

Averaging 
Analysis 

Type 
Resolution 

(km) 
Section 

RADARSAT-2 10 1 None Qualitative 1 3 
Envisat ASAR 2 7–30 Geo-located Quantitative 1 4 
Envisat ASAR 1 100–800 Rotated Quantitative 1 5 

The structure of the paper includes in Section 2 a description of the study site, satellite data and the 

two wake models used. In Section 3 the results from the case study based on RADARSAT-2 and the 

results from two wake models are presented and discussed. Section 4 presents the Envisat SAR-based 

wind farm wake climatology based on simple averaging of the wind fields at Horns Rev 1 and 2 wind 

farms and comparison to results from one wake model. Section 5 gives introduction to the new 

methodology developed in which the wind field maps are rotated such that the wind is always coming 

from the same relative direction. The Envisat SAR-based results from the new methodology as well as 

wake model results from two models are presented and Envisat SAR-based results from four other wind 

farms are presented. In Section 6 is the discussion of results. Conclusions are given in Section 7. 
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2. Study Site, Satellite SAR and Wake Modelling 

2.1. Study Site 

Wind flow around the wind farms in the southern part of the North Sea is investigated. The wind 

farms studied are listed in Table 2 and the location of most of the wind farms is shown in Figure 1. Those 

not shown in Figure 1 are the Alpha ventus wind farm located in the German North Sea and Horns  

Rev 1 and 2 located in the Danish North Sea. The information in Table 2 includes the year of start of 

operation and key data on the wind turbines and area covered. 

 

Figure 1. RADARSAT-2 intensity map of the southern North Sea observed 30 April 2013 

at 17:41 UTC. The blue lines outline wind farms and the red arrows the wind farm wake. 
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Table 2. Wind farm info: Country, start year of operation, approximated latitude and longitude, number and size of turbines, wind park capacity 

and area covered. 

Wind Farm Nationality Year Latitude (°) Longitude (°) Number of Turbines Turbine Size (MW) Park (MW) Area (km2) 

Alpha ventus Germany 2009 54.010 6.606 12 5 60 4 
Belwind 1 Belgium 2010 51.670 2.802 55 3 165 13 

Greater Gabbard United Kingdom 2012 51.883 1.935 140 3.6 504 146 
Gunfleet Sands 1 + 2I United Kingdom 2010 51.730 1.229 48 3.6 172.8 16 

Horns Rev 1 Denmark 2002 55.486 7.840 80 2.0 160 21 
Horns Rev 2 Denmark 2009 55.600 7.582 91 2.3 209.3 33 
Kentish Flats United Kingdom 2005 51.460 1.093 30 3 90 10 

London Array Phase 1 United Kingdom 2012 51.626 1.495 175 3.6 630 100 
Thanet United Kingdom 2010 51.430 1.633 100 3 300 35 

Thornton Bank 1 Belgium 2009 51.544 2.938 6 6 30 1 
Thornton Bank 2 Belgium 2012 51.556 2.969 30 6.15 184.5 12 
Thornton Bank 3 Belgium 2013 51.540 2.921 18 6.15 110.7 7 
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2.2. Satellite SAR 

SAR data from RADARSAT-2 and Envisat ASAR WSM are used. From RADARSAT-2 only one 

scene is investigated. It is ScanSAR Wide in VV polarization. The wind field retrieval requires input 

information about the wind direction. From the RADARSAT-2 image the wake direction has been 

estimated as 40° and using this input for wind direction, wind speed has been retrieved using  

CMOD-IFR2 [6]. It is the equivalent neutral wind (ENW) at the height 10 m. The calculated wind speed 

is presented in Figure 2a. The original ScanSAR Wide product has spatial resolution 100 m. The spatial 

resolution is reduced to approx. 1 km in connection with the processing of wind fields. This is performed 

to eliminate effects of random noise and long-period waves. 

 
(a) 

 
(b) 

Figure 2. (a) Satellite 10-m SAR wind retrieval observed 30 April 2013 at 17:41 UTC and 

(b) modified PARK wake results at 70 m for the wind farms in the UK and Belgium.  

The wind direction used for the modeling is indicated with the black arrow. 

The Envisat ASAR data were processed to wind fields as part of the project NORSEWInD [5].  

The wind field retrieval gives the ENW at the height 10 m. For processing of large image archives, it is 

desirable to use wind direction information from an atmospheric model. In this case the wind directions 

were obtained from the European Centre for Medium-Range Weather Forecasts (ECMWF) model and 

interpolated spatially to match the higher resolution of the satellite data. Further details about the  
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SAR-wind processing chain, which was setup by Collecte Localisation Satellites (CLS), are given in [5]. 

The original WSM product has spatial resolution 150 m. The spatial resolution is to approx. 1 km in the 

wind field. 

2.3. Wake Modelling with PARK and WRF 

A modified version of the PARK wake model [7], also implemented in the Wind Atlas Analysis  

and Application Program (WAsP) [8], is here used for wake calculations. The main difference between 

this modified version and that in WAsP is that the former does not take into account the effects of the 

“ground reflecting back wakes” and so it only takes into account the shading rotors both directly 

upstream and sideways. The PARK wake model is based on the wake deficit suggested by [9], who 

derived a mass-conservation-like equation for the velocity immediately before a turbine u2, which is 

affected by a wake: 
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where u1 is the upstream wind speed, a the induction factor which is a function of the thrust coefficient 

(Ct), kw the wake decay coefficient, x the downstream distance and rr the turbine’s rotor radius. The 

square of the total wake deficit is estimated as the sum of the square of all contributing wake deficits. 

We implemented the model in a Matlab script. This allows us to compute wake deficits at any given 

point. The wake model can be compared to satellite derived wind maps which contains information over 

a large area. We use kw = 0.03 for the wake computations. 

The Weather Research and Forecasting (WRF) mesoscale model [10] is also used for wake modelling. 

The advantage of WRF is that the dynamic synoptic flow is considered. The computational cost is much 

higher than that for the PARK model though. 

Mesoscale models have been developed to simulate the atmosphere flow over areas on the order of 

hundreds of kilometers. Due to their low horizontal resolution unresolved processes, such as turbulence 

and turbine induced wakes have to be parametrized. In common wind farm parametrisations [11–16]  

the local turbine interaction is not accounted for, instead the wind speed reduction within the wind  

farm is obtained from the interaction between the turbine containing grid-cells. The Explicit Wake 

Parametrisation (EWP) is used for the parametrization of wind farms [16]. In this approach a grid-cell 

averaged deceleration is applied, which accounts for the unresolved wake expansion with the turbine 

containing grid-cell. Turbulence Kinetic Energy (TKE) is provided by the Planetary Boundary Layer 

(PBL) scheme from a changed vertical shear in horizontal velocity in the wake. The EWP scheme is 

independent of the PBL scheme, although, a second order scheme is recommended. 

We use WRF V3.4 with the selected mesoscale model physics parametrizations: PBL [17] (MYNN 2.5), 

convection [18] (Domain I and II), micro-physics [19], long-wave radiation [20], shortwave  

radiation [21], land-surface [22] and Nudging of U and V in the outer domain (outside PBL). The number of 

grid cells in the innermost domain were 427 times 304 in the x and y direction, with a 2 km grid-spacing. 

We used [16] for the wind farm parametrization. 
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The model outer domain is driven by ERA-Interim reanalysis data [23] and two nests are inside.  

The horizontal resolution for the three domains is 18 km, 6 km and 2 km, respectively. The inner nest is 

run twice, without and with the wind farm parametrization. The number of vertical layers is set to 60.  

The second mass level is at around 12 m above sea level and it is used for the comparison to the  

satellite images. 

3. Case Study Based on RADARSAT-2 

The case study is based on the RADARSAT-2 scene from 30th April 2013 at 17:41 UTC (selected 

from around 30 images with visible wakes). Figure 1 shows the backscatter intensity map. The wind is 

from the northeast and the map shows elongated long dark areas downwind of most of the wind farms. 

These are the wind farm wakes. The approximate extent of the individual wind farm wakes is outlined 

in the image. The longest is at Belwind around 55 km long while at Thornton Bank it is 45 km, London 

Array 15 km and Thanet 14 km. At Kentish Flat the wind farm wake is only 10 km long but it is probably 

passing over the coast and inland in the UK. This cannot be mapped from SAR. It should be noticed that 

all wakes are very straight and with similar direction. In the intensity map the wind turbines can be seen 

as small regularly spaced white dots while numerous ships can be noted in irregular spatial pattern.  

Some large ships show higher backscatter than the turbines. 

The retrieved wind speed map is shown in Figure 2a. The wind speed in the northern part of the map 

is slightly lower than in the southern part. Yet the synoptic flow appears to be fairly homogenous across 

the entire area. Coastal speed up is seen particular near the UK and Belgium coastlines. The wind speed 

varies around 8.5–9.5 m·s−1 in areas not affected by wind farms while the wind farm wake regions show 

lower wind speed around 7–8 m·s−1 dependent upon location. The wake at London Array is very wide 

and it appears to influence Kentish Flat at this time. The wake at London Array has a large wake deficit 

with much lower wind speeds in the wake than in the upwind free stream region. Wake meandering is 

not pronounced. 

The case illustrates a rather unique situation. Firstly because we observe wakes in the satellite  

image for all wind farms distributed in a large area of the North Sea (all farms in the area show clear 

speed deficits). Secondly the wind speed and wind the direction do not seem to largely change over such 

an extended area. Therefore we are able to simulate with the PARK wake model all wind farms at the 

same time (assuming the same background inflow conditions for all of them). The background wind 

speed is about 9 m·s−1 and direction 40°. We use these two values at 70 m as inflow conditions for the 

wake modeling. 

Figure 2a shows the SAR wind retrieval at 10 m, where most of the variability seems to come from 

the wake deficits downstream the wind farms, and the wake model results at 70 m in Figure 2b.  

In this case, we do not extrapolate the satellite background conditions up to 70 m or extrapolate 

downwards the model results to 10 m as we assume the same wind speed at around hub height when 

performing the wake simulations. The comparison is only qualitative. 

Interestingly, the speed deficits seem to be rather well reproduced by the wake model, extending in 

most cases nearly as long as the wakes observed in the SAR image. 

The WRF wake model with the EWP wind farm scheme is also used for simulation. We include only 

London Array, Greater Gabbard, Thanet, Belwind1 and Thornton Bank which are the largest wind farms. 
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The domain is rotated around 10° at the wind farm location. The simulation is from the 24 April to  

1 May 2013. The velocity deficit at 10 m at 30 April 2013 at 18:00 UTC is shown in Figure 3. We have 

chosen to plot the velocity deficit since due to the gradients in the background velocity the wake is not 

visible in the velocity field from the wind farm simulation. 

 

Figure 3. WRF wake model results on velocity deficit in m·s−1 at 10 m AMSL at  

30 April 2013 at 18:00 UTC at the wind farms London Array, Greater Gabbard, Thanet, 

Belwind 1 and Thornton Bank. 

The WRF modelled wakes at the UK wind farms are oriented slightly more towards the eastern 

direction than the satellite wakes. The orientations differ by around 10°. For the Belgian wind farms we 

find that the wakes are well aligned in the SAR and WRF results. Regarding the wake extension behind 

the wind farms we find for the London Array short wakes both in SAR and WRF while the wakes at  

the Thanet and Greater Gabbard wind farms are considerably longer both in SAR and WRF. However 

WRF shows even longer wakes than SAR for Greater Gabbard and Thanet. The extension of wakes at 

the Belgian wind farms compare well in SAR and WRF. 

From WRF it is found that the synoptic conditions two hours before 18:00 UTC show intensified 

pressure gradients, leading to increased wind speeds near the English coast from 4 m·s−1 to higher  

winds in the order of 10 m·s−1. The Greater Gabbard and Thanet wind farms experienced high wind 

speeds for two hours at 18:00 UTC. The wind speeds started to increase at the London Array only shortly 

before 18:00 UTC. It might be that the increasing model wind speeds are for some hours out of phase, 

which would explain the longer wakes behind Greater Gabbard and Thanet wind farms in WRF 

compared to SAR. 

In summary, the wind farm wakes from several wind farms are visually compared between SAR and 

WRF simulations of the velocity deficit obtained without wind farm and with wind farms using the EWP 

scheme. The wind farm wake directions and extension of wake are found to compare well despite that 

mesoscale features, such as that resulting from unsteady flow conditions, are noted in the wind farm 

wakes in the WRF simulation. We cannot expect the WRF simulations to match the observed velocity 

and wind direction in SAR satellite data perfectly. The PARK model results do not include unsteady 

flow but even so the PARK model results have overall good agreement to SAR. This can in part be 

attributed to the rather unique atmospheric conditions at the time of this SAR acquisition. The results for 

single events only can be used qualitatively. For a quantitative comparison statistics over longer periods 

are needed. 
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4. Wind Farm Wake Climatology Geo-Located Wind Maps 

The case in Section 3 was selected based on clear visual observation of wind farm wakes at several 

wind farms within one satellite SAR image. However, we would like to study the behavior of the wind 

farm wake in a climatological fashion and investigate whether this can be performed using our Envisat 

ASAR WSM data set. We select to study the Horns Rev 1 and 2 wind farms for which we have 356 SAR 

scenes in total for the period of dual wind farm operation from September 2009 to the termination of the 

Envisat mission in March 2012. 

As the wake behavior is highly dependent on the inflow wind conditions, in particular the wind 

direction, we perform the study for 12 directional sectors based on the ECMWF model wind direction 

used to retrieve the SAR winds. The SAR scenes are first binned according to the wind directions 

extracted for a single point near the two wind farms. The data set is then filtered such that only scenes 

with wind speeds in the range 4–14 m·s−1at the same point are included (total of 241). This is the range 

where wind farm wakes are expected to be most detectable. At lower wind speeds, the turbines are not 

operating and at higher wind speeds, wind penetration through the wind farms is expected. For each 

directional bin, we extract the inflow conditions from a point upstream of the wind farms for every SAR 

scene in the bin. The reference points are located on two circles circumscribing the wind farms Horns 

Rev 1 and Horns Rev 2 with radii of 7.5 km and 10 km, respectively, as shown in Figure 4. To get 

representative inflow conditions, the satellite winds are extracted within a radius of 10 km for Horns  

Rev 2 and a radius of 7.5 km for Horns Rev 1 wind farm. 

 

Figure 4. Horns Rev 1 and 2 wind farms in red and black markers, respectively.  

The locations of the points where the inflow conditions are extracted per sector  

(cyan markers) is also illustrated. 

We perform simulations using the modified PARK model at all positions on the satellite grid and for 

all the inflow conditions per sector. The point around the wind farms where we extract the inflow 

conditions is selected based on the sector analyzed, e.g., we use the point north of Horns Rev 2 when 
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performing simulations for Sector 1. In the following subsections we perform qualitative comparisons 

of the 10 m wind speed SAR retrievals with the results of the wake model per sector at the same height. 

Both results (wind speed maps) show the average wind speed per sector. We choose to show results for 

Sector 2 and 3 in Figure 5 because the coastal wind speed gradient and wind farm wakes can be seen in 

these results even though relatively few data are available. Table 3 shows the number of samples per 

sector. The inflow wind speed for Sector 2 and Sector 3 is 8.52 and 8.25 m·s−1 in average with a standard 

deviation of 3.50 and 2.55 m·s−1, respectively (these are the values at 70 m height). This means that 

simulations are performed for a rather wide range of wind speeds. These two examples have several 

overlapping images and several features can be noted such as the coastal wind speed gradient and wind 

farm wake. 

(a) 

(b) 

Figure 5. Average wind speed based on satellite SAR (left) and modified PARK wake model 

results (right) at 10 m height for the Horns Rev wind farm area for winds from Sector 2 (a) 

and Sector 3 (b). The color bar indicates wind speed in m·s−1. 

Table 3. Number of Envisat ASAR samples available per wind directional bin at Horns Rev. 

Sector 1 2 3 4 5 6 7 8 9 10 11 12 Total 

Samples 13 7 12 16 24 21 22 28 22 30 20 26 241 



Energies 2015, 8 5424 

 

 

For Sector 2 there are seven available SAR images for the analysis and the average wind speed is  

7.2 m·s−1. It is surprising we do not observe wakes from the Horns Rev 1 wind farm (Figure 5a).  

This might be simply because of the high horizontal wind speed gradient approaching the coast, which 

is located east of Horns Rev 1. There is a clear wake spreading towards the southwest direction of the 

Horns Rev 2 wind farm. The PARK model results show clear wakes spreading southwest of both  

wind farms. 

For Sector 3 twelve SAR images are available for the analysis (west of Horns Rev 2 the number is 

reduced to 10) with an average wind speed of 7.0 m·s−1. This case shows agreement in terms of the 

location of the areas where wakes are observed in both the SAR and the PARK wake model at both wind 

farms (Figure 5b). 

The number of samples per sector varies from 7 to 30 within the 12 sectors. The overall agreement 

between SAR and the wake model is variable. For some sectors (1 and 7) the bathymetry effect at Horns 

Rev appears to be particularly strong as previously noted by [1]. This results in the lack of wake effects 

in the mean wind speed maps from SAR due to the interaction of bathymetry and currents, which 

sometimes leaves a detectable “imprint” at the sea surface. This effect is most visible when winds blow 

directly from the north or south at Horns Rev (not shown here). 

Another reason for the difficulties to systematically observe wakes of offshore wind farms  

from satellite-derived wind products are inhomogeneous flow. Although the ocean surface is rather 

homogenous, e.g., when compared to the land surface, the effects of the horizontal wind variability 

diminish those of the wakes. In the particular case of the Horns Rev area, there is a systematic wind 

speed gradient near the coast also obstructing the observation of wakes, particularly for easterly and 

westerly winds. These effects are not taken into account in the PARK modeling. The coastal gradient  

in wind speed is noticeable in the SAR images in Figure 5. 

Finally it can be noted that the distribution of wind maps into direction sectors is performed  

with some uncertainty. The model wind directions used to drive the SAR wind speed retrieval are not 

always accurate. The accuracy of the wind direction input could be improved through implementation 

of higher-resolution regional model simulations, e.g., from WRF. Another option is to detect the wind 

direction directly from wake signatures whenever they are visible in the images. The distribution of 

satellite scenes into the 12 sectors is based on information extracted at a single point. Local turning of 

the wind is possible but not accounted for in the analysis. Each directional bin is 30° wide thus the peak 

wake directions are expected to vary within this and it will diffuse the observed aggregated wake 

features. Due to the nature of the SAR images (specifically its number) and due to other phenomena 

causing spatial variability in the wind speed (like coastal gradients and mesoscale phenomena), it seems 

not suitable to perform the SAR wake analysis per sectors this wide. 

5. Wind Farm Wake Climatology Based on Rotation of Wind Maps 

In this section a new approach to analyze SAR-derived wind farm wakes in a climatological way is 

presented. The method aligns (rotates) all SAR wind field samples such that the wind farm wakes are 

overlapping before the wake deficit is calculated. This increases the number of samples considerably 

compared to the method presented in Section 3. Furthermore the 30° wind direction bins used previously 

give diffuse results whereas in the new method wind directions alignment at 1° resolution is used.  
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The new method is based on extracting wind speeds along points inscribed by circles centered on the 

wind farm under analysis. While the method was developed for analysis of wakes in SAR scenes,  

here it is also applied to the WRF simulations as a way to validate the mesoscale simulated wakes. 

5.1. Description of the Method 

For each SAR scene (or WRF simulated wind field) the wind speeds as a function of compass 

direction θ are extracted along 3 concentric circles centered on the wind farm. The radii depend on the 

wind farm in question, and are given in Table 3. 

Figure 6 gives an example of the circles centered on the Horns Rev 2 wind farm. The wind fieldsare 

based on SAR data (1 km). It can be difficult to determine a wake by eye. For each SAR scene the wind 

speeds along these 3 circles are extracted and stored as Ui (θj), where Ui is the wind speed for circle i 

where i = 1, 2, 3 and θj is the compass direction relative to the center of the wind farm. θj steps through 

values from 0 to 359° with a 1 degree increment. The number of scenes used for the analysis depends 

on the wind farm under examination. The number is given in Table 4. The WRF model is run for all 

SAR scenes from Horns Rev 1 and 2, and results are extracted in a similar way from the WRF simulation 

results as for the SAR wind fields. The SAR results are valid at 10 m AMSL while WRF model results 

are available at 14 m AMSL. 

 

Figure 6. Example of the circles centered on Horn Rev 2 wind farm. The radii are 8, 11 and 3 km. 
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Table 4. The radii of the three concentric circles for the different wind farms and the number 

of Envisat ASAR scenes used for the analysis. 

Wind Farm r1 (km) r2 (km) r3 (km) Nscenes 

Alpha ventus 5 10 15 245 
Belwind1 6 11 15 97 

Gunfleet Sands 1 + 2 4 5 6 153 
Horns Rev 1 6 10 13 835 
Horns Rev 2 8 12 15 303 

Thanet 7 9 11 128 

First the sum of wind speeds is calculated: 

ܵ
ே൫θ൯ ൌ

1

௦ܰ
 ሺ

ே౩ౙ

ୀଵ

ܷሺθሻሻ  (2)

where k is the scene number, and Nscene is the total number of scenes. Figure 7a shows SN plotted against 

θ, for the Horns Rev 1 wind farm. We see from this plot how the mean wind speed depends on θ. This 

can be explained in terms of the gradient of the mean wind in the vicinity of the coastline. We call this 

the coastal gradient. Similar results of SN based on WRF are shown in Figure 7b. The coastal gradient in 

wind speed at Horns Rev 1 shows lowest values around 80°–110° (east), where the inscribed circles are 

closest to the coastline, and highest around 250° (west), where the inscribed circles are furthest from the 

coastline both in SAR and WRF. SAR shows a direction closer to 80° while WRF shows a direction 

closer to 110°. It is expected that there is an east-west gradient at Horns Rev as reported in [24]. For the 

eastern sector SAR shows higher wind speed values at the inner radius (6 km) and progressively lower 

values at outer radii (10 and 13 km) (nearer to the coastline). For the western sector SAR shows slightly 

higher wind speed at outer radii (further from the coastline). 

WRF shows a similar pattern as SAR for the western sector but shows a reverse order in the wind 

speed at the eastern sector at different radii. This most likely is due to the simulated wake effects of 

Horns Rev 2 influencing the results at the 13 km radius around 260°–350°. This is supported by 

examining the results from using WRF without simulating the wind farms, shown in Figure 8. In this 

plot a very much cleaner signature of the coastal gradient is seen. The next step is to rotate the direction 

frame of reference for each SAR scene by using each scene’s reported wind direction, θk, to give a new 

direction reference, φ. In the new direction reference frame for each scene φ = 0° is aligned in the upwind 

direction and thus one may expect that the wake direction is in the region of φ = 180°. Now we can 

determine the wind speeds on the inscribed circles as a function of φj instead of θj by using: 

φ ൌ θ െ θ (3)

The sum of wind speeds for all scenes is now calculated with respect to the new direction frame, i.e.: 
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(a) 

 
(b) 

Figure 7. Horns Rev 1 wind speed summations without rotation (mean wind speed gradient) 

(S) based on SAR (a) and WRF (b). 
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Figure 8. Horns Rev 1 wind speed summations without rotation (S) based on WRF without 

wind farms, so showing only the coastal wind speed gradient. 

Figure 9a shows SR plotted against φ, for the Horns Rev 1 wind farm. The corresponding results of 

SR based on WRF simulations are shown in Figure 9b. Please note that the differences between the top 

and bottom panels are due to the individual rotation of each scene prior to averaging and not the result 

of a single rotation by one angle. The similarity in form between SAR and WRF for the rotated maps 

(Srot) is very good with low wind speeds showing at all radii at around φ = 180°. The inner radius shows 

more wake effect than outer radii. The SAR derived results are less smooth than those from WRF because 

the SAR scenes capture variability at smaller scales, due to the heterogeneity of the wind field, than is 

modelled by WRF. 

To further reveal the wind farm wake from the heterogeneous wind field around the wind farm a 

method to calculate a wake wind speed deficit is employed. It is based on calculating a local perturbation 

of the wind speed on each SAR scene based on the side lobe wind speeds. The side lobe wind speeds are 

used at the directions φ + Δφi and φ − Δφi. For the smallest radius Δφ1 = 90°, this means that the side 

lobe wind speed is from the left and right of the wind farm, at a distance of r1 from the farm center. For 

the other radii, the side lobes have the same distance, r1, from the line aligned with the wind direction 

and passing through the center of the wind farm, thus: 

∆φ ൌ arcsin ൬
ଵݎ
ݎ
൰ (5)

The wake wind speed deficit is defined by: 

ܷ
 ൌ ܷ൫φ൯ െ

1
2
ሺ ܷ൫φ  ∆φሻ  ܷሺφ െ ∆φ൯ሻ (6)

and the wake wind speed deficit summation is: 
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(a) 

 
(b) 

Figure 9. Horns Rev 1 wind speed summations with rotation (Srot) based on SAR (a) and 

WRF (b). 

Figure 10 shows SD plotted versus φ for the Horn Rev 1 wind farm for SAR and WRF. In Figure 10 

the wake wind speed deficit results based on SAR wind fields and WRF simulations both show the 

deepest wake at the inner radius and gradual recovery at the outer radii. Both SAR and WRF results 

show a speed up along the sides of the wake. This shows most clearly at the inner radius but is also noted 
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at the outer radii. The SAR results on wake deficit compares well to the WRF results at Horns Rev 1, 

however the magnitude of the SAR derived wake is weaker compared to the WRF wakes. It should be 

noted that the WRF simulations here are one embodiment of WRF simulations and that broader 

variability in WRF-generated wakes would be generated by other choices of PBL schemes, vertical 

resolution and approach for representing the wind farm effect. 

 
(a) 

 
(b) 

Figure 10. Horns Rev 1 wake wind speed deficit (SD) based on SAR (a) and WRF (b).  

The shaded areas in SAR indicate the standard error. 

5.2. PARK Model Results 

The PARK model is used to simulate 855 cases (a few more cases than used above but the results are 

expected to be comparable) at Horns Rev 1. The SAR wind time series at 10 m is used as input,  
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the winds are extrapolated to 70 m and the wake is modeled at that height and finally the winds are 

extrapolated downwards to 10 m again. The extrapolation is done using the logarithmic wind profile 

assuming a constant roughness length of 0.0002 m. The results are presented at 10 m. Three wake decay 

coefficients are used. The three wake decay coefficients are: 0.03, 0.04 and 0.05. The wake decay 

coefficient 0.04 is often used offshore while the lower and higher values are used in case of more stable 

or unstable cases. The results are rotated and averaged and the results are shown in Figure 11. The coastal 

gradient is not accounted for in the PARK model results. In case the coastal gradient should be added in 

the PARK model this could either be from SAR or from WRF, but it has not been attempted in the 

current study. The results are comparable to the wake wind speed deficit (SD) results. 

 
(a) 

 
(b) 

Figure 11. Cont. 
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(c) 

Figure 11. Wake results from the modified PARK model at Horns Rev 1 using wake decay 

coefficients (a) 0.03; (b) 0.04 and (c) 0.05. 

Figure 11 shows the systematic variation in wake with deeper wakes at the inner radius and 

progressively weaker wakes further from the wind farm. The wake decay coefficient of 0.03 gives much 

deeper wakes than for the higher wake decay coefficients, in particular for the inner radius. The shape 

of the wake compares well to Figure 10 from SAR and WRF. 

5.3. Horns Rev 2 Results 

Horns Rev 2 is located further offshore than Horns Rev 1 thus similar directional but lower wind 

speed gradients are expected. The mean wind speed gradient results based on SAR and WRF for Horns 

Rev 2 are presented in Figure 12a,b.The coastal wind speed gradient observations in SAR at Horns Rev 

2 (Figure 12a) show a very peaked and significant minimum around 110° corresponding to the direction 

of Horns Rev 1. The feature (drop of around 0.2 m·s−1) is observed at all radii (8, 11 and 13 km) and is 

most pronounced at the outer radius. This narrow fine-scale feature is only fully observed in SAR. SAR 

resolves features at smaller spatial scales than the WRF simulations presented here. This minimum value 

might be related to the wind farm wake from Horns Rev 1. Interestingly WRF shows a broad minimum 

with a shift in direction between radii from 100° at the 8 km radius to 110° at the 10 km radius and 120° 

at the 13 km radius (Figure 12b). Thus the WRF simulation may in fact here capture a blend of coastal 

gradient and wind farm wake from Horns Rev 1. At the western sector SAR shows a peaked maximum 

around 250° and similar wind speeds at all three radii while WRF shows flatter maximum and slightly 

higher winds at outer radii. 

Figure 12c,d shows the rotated maps (Srot) for Horns Rev 2. For SAR a minimum around 180° at  

8 km radius is observed while at 10 km and 13 km the minima are around 250° and 110°, respectively. 

Only at 8 km do the WRF simulations agree with the SAR observations. The three radii at Horns Rev 2 

are each located 2 km further from the wind farm center than the results for Horns Rev 1. This was 

necessary because the Horns Rev 2 wind farm is larger than the Horns Rev 1 wind farm. This however 
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means that the wind alignment between inflow conditions and the deepest wind farm wake potentially 

deviate relatively more at Horns Rev 2 than Horns Rev 1. 

(a) (b) 

(c) (d) 

Figure 12. Results for Horns Rev 2. (a) wind speed summations without rotation  

(mean wind speed gradient) (S) based on SAR; (b) WRF; (c) wind speed summations with 

rotation (Srot) based on SAR; (d) WRF. 

Figure 13 shows the wake wind speed deficit (SD) results from SAR and WRF. The results at  

the inner radius compare well even though the SAR results show a broader wake than WRF. Speed up 

in the side lobe winds are noticed both in SAR and WRF at the inner radii and no residual wind speed 

gradient is noted. At the middle and outer radii WRF shows gradual decrease in the wake winds speed 

deficit and speed up at the sides while the SAR results are difficult to interpret. In SAR the minimum 

wake wind speed deficit is not observed around 180° but around 100° and 250°. The analysis appears 

not to work so well in this case, in part due to the significant minimum around 110° in Figure 12a. This 

feature may possibly be the wake feature of Horn Rev 1, which acts to contaminate the analysis, as this 

feature can be as strong as the Horn Rev 2 wake itself. 
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Figure 13. Similar to Figure 10 but for Horns Rev 2. 

5.4. SAR-Based Results for Six Wind Farms 

Based on the available Envisat ASAR wind field archive we find it interesting to compare the 

observed aggregated wind farm wakes at four other wind farms in the southern North Sea using the new 

methodology of rotation of the wind maps. The results of the wake wind speed deficit (SD) are shown in 

Figure 14 together with the results from Horns Rev 1 and Horns Rev 2 already discussed. 

It is the results for the average of the three radii (see Table 4) for each wind farm that is shown.  

Figure 14 shows results for six wind farms. It is noted that Gunfleet Sands 1 + 2 show the deepest wake 

wind speed deficit. The side lobe speed-up effects are clear. A residual wind speed gradient is not noted. 

For the wind speed summation (S) (not shown) there is a weaker signature of a climatological wind speed 

gradient across the wind farm compared to other wind farms, this may be because the radii used  

are smaller. 
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Figure 14. SAR-based wind farm wake observed at six wind farms, Alpha ventus, Belwind 1, 

Gunfleet Sands 1 + 2, Horns Rev 1, Horns Rev 2 and Thanet, showing the wake wind speed 

deficit (SD). 

At the Thanet wind farm, the wake wind speed deficit results show very clear wake at around 180° 

and side lobe speed-up effects. A residual of the coastal wind speed gradient is noted. There is a feature 

at 50° with lower winds that would need further investigation.  

At the Belwind 1 wind farm the wake wind speed deficit is clear but not as pronounced as for the 

Gunfleet Sands 1 + 2, Thanet and Horns Rev 1 results. Weak side lobe effects are observed at Belwind 1. 

A residual of coastal wind speed gradient is not noted in the wake wind speed deficit despite that strong 

coastal gradient mean wind speed gradient is found in the coastal gradient plot (S) (not shown). 

Finally, at the Alpha ventus wind farm, the smallest wind farm in terms of installed capacity and area, 

there is observed wake wind speed deficit at around 180°. The wind farm wake is not as pronounced as 

for the larger wind farms investigated. This is expected due to the size of the wind farm. The coastal 

gradient is not observed in the result but is noted in the coastal wind speed gradient (S) (not shown). 

6. Discussion 

The very long wind farm wakes observed in the RADARSAT-2 scene have in qualitative terms 

successfully been modeled both by the PARK and WRF model at several wind farms in the southern 

North Sea. The comparison is qualitative due the different nature of data. The SAR-based results are 

near-instantaneous observations of the sea surface while wake model results are time-averaged results 

withbest representation of the conditions at around hub-height. Thus we focus on the apparent wind farm 

wake direction and the length of the wakesin this comparison instead of the wake deficit at any given 

location. The SAR image has the advantage of clear visible wake features. Thus the retrieved wind field 

can be used to evaluate the wake model results in qualitative terms. 
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We are interested in developing more robust SAR-based wind farm wake data representation for the 

evaluation of wake models. Therefore the climatology of wind farm wake is necessary. The Envisat 

ASAR data of wind fields enable us to study the wind farm wake at Horns Rev 1 and 2 with the data set 

divided into 12 wind directional bins. The results are compared to the PARK model. Occasionally good 

agreement is found but due to strong coastal wind speed gradients, bathymetry effects and too few 

samples firm conclusions cannot be drawn. 

The new method, in which the wind field maps are rotated, overcomes two of the main issues when 

trying to isolate the wind farm effect of the wake on the wind fields: the low number of samples and the 

coastal gradient. The first advantage is that the inflow wind is aligned (rotated) with 1° bins instead of 

30° bins. This gives more certainty that the deepest wind farm wake are overlapping in the aggregated 

results. With the inflow wind speed used to normalize the winds in the wake, the wake are clearly seen 

but at the same time a residual of the coastal gradient is often noted, e.g., at Horns Rev 1. The clearest 

wind farm wake results are typically obtained using the side lobe winds for normalization, the wake 

wind speed deficit method (SD). This is not too surprising as the coastal wind speed gradients at most 

wind farms are significant and the circles used around the large offshore wind farms need to be at some 

distance. Therefore any inhomogeneity in the flow, most importantly the coastal gradient, but in fact 

also meandering and other atmospheric features gain importance. Also in [2] the nearby parallel transects 

winds along the wind farm wake were optimal for normalization, rather than the inflow winds upwind 

of the wind farm. 

The number of samples at Horns Rev 2 is 303 while at Horns Rev 1 it is 835. So the lower number of 

samples at Horns Rev 2 could be one reason for the lesser clarity in data at this site when compared to 

Horns Rev 1. Also the influence of the Horns Rev 1 wind farm wake may hinder full interpretation at 

Horns Rev 2 in particular at radii far from the Horns Rev 2 wind farm. Finally it should be mentioned 

that the Horns Rev 1 wind farm has a geometric shape (turbine lay-out) more convenient for the proposed 

new methodology of analysis than that of the Horns Rev 2 wind farm. We assume that all wind turbines 

are in operation at all times a characteristic which may not be fulfilled. 

The SAR-based aggregated wind farm wake data compare well both to the WRF simulations and the 

PARK model results. It is the first time that assessment of the wind farm wake climatology has been 

attempted based on SAR (to our knowledge) and the results are promising. The main importance of the 

establishment of SAR-based wake wind speed aggregated results is for the validation of wind farm wake 

models in the far-field wake region where other observations are extremely limited. In the future more 

wind farms will operate offshore thus cluster-scale wind farm wake therefore become an even more 

important focus area. It is suggested to continue this type of research using new SAR data from the 

Sentinel-1 mission. 

7. Conclusions 

The case study based on a RADARSAR-2 scene is a unique situation with fairly homogeneous flow 

across the southern North Sea. The observed wind farm wakes are visible in the SAR scene and thus 

appealing for demonstration. Both WRF and PARK reproduce the observed very long wind farm wakes 

convincingly regarding their direction and extent. SAR archive renders possible climatology studies. 
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The available Envisat ASAR data archive at Horns Rev is the most comprehensive. It has therefore 

been used for geo-located wind farm wake climatology studies. However the results are only 

occasionally clear for interpretation due to the limited number of samples per 30° sectors, the coastal 

wind speed gradient and oceanic bathymetry effects in SAR at Horns Rev. 

The key results are based on a new methodology of rotating wind maps. By applying the new 

methodology to SAR-based wind fields, mesoscale model WRF and microscale model PARK results 

comparable aggregated wind farm wake results are obtained. The SAR-based findings strongly support 

the model results at Horns Rev 1. The new methodology increases the number of samples, aligns the 

wind direction of inflow much more accurately (1° bins) and in most cases but not always overcome the 

coastal wind gradient. The most convincing results are obtained for the wind wake deficit results in 

which the side lobe winds are used for normalization. 
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